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Abstract

Markov processes are a ubiquitous modeling tool used to model a variety of probabilistic phenomena

across a range of disciplines. In this thesis, we develop algorithms for studying Markov processes

using tools from the field of automated reasoning.

First, we tackle a variant of sensitivity analysis, where we want to obtain all possible parameters

for a Markov process such that the total reward achieves a fixed threshold. The set of such parameters

forms a semialgebraic set, and so we use cylindrical algebraic decomposition, an algorithm developed

for the existential theory of the reals, to describe this set. By exploiting properties of our polynomial

system, we develop a variant that runs in singly exponential time, instead of the doubly exponential

complexity in the general case.

Next, we study properties of Markov processes where the parameters are functions, given as

machine learning models, of exogenous variables. Using ideas from formal verification of machine

learning models and probabilistic model checking, we show how to obtain guaranteed bounds on the

behavior of such processes. For a wide selection of machine learning models, we show that obtaining

such guarantees is equivalent to solving a bilinear program, which are classically NP-hard problems.

We develop a special decomposition algorithm that solves the bilinear program orders-of-magnitude

faster than state-of-the-art solvers.

Our algorithmic developments are implemented in two software packages: markovag, which im-

plements our variant of cylindrical algebraic decomposition; and markovml, which provides a domain-

specific language for constructing Markov processes, embedding pretrained machine learning models,

and then solving the resulting bilinear program with our decomposition scheme.

Lastly, we perform a comprehensive cost-effectiveness analysis using data from nearly 25,000

real cardiac arrests in Ontario, Canada. Using drones to deliver defibrillators to the site of cardiac

arrests has been trialled, but a cost-effectiveness analysis has been lacking. Our detailed analysis

shows that drones are a cost-effective solution, and our findings are robust to modeling assumptions.

The richness of this analysis makes it a fertile case study for our novel algorithms, and we show how

our techniques provide deeper insights than usual cost-effectiveness methods.
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Chapter 1

Introduction

1.1 Motivation

Markov processes, which model probabilistic transitions between states, are fundamental mathemat-

ical models used across operations research, computer science, engineering, and healthcare [Stewart,

2021]. In computer science, they capture the behavior of probabilistic systems such as hardware,

communication protocols, or autonomous agents [Baier and Katoen, 2008]. In engineering, they are

used to analyze degradation and failure in complex machinery [Rausand and Hoyland, 2003]. In

healthcare, they model patient transitions between clinical states and underpin cost-effectiveness

analyses (CEA) of medical interventions [Sonnenberg and Beck, 1993].

This thesis is most particularly inspired by the use of Markov processes in health economics

[Rudmik and Drummond, 2013]. A new medical intervention would be evaluated based on how it

alters the primitives of the Markov reward process. For example, a promising intervention might

lower the transition probability to worse health states or increase rewards associated with quality of

life in healthier states. After calculating lifetime benefits and costs using the model, a policymaker

may be interested in whether the total reward associated with the intervention exceeds a given

threshold, or whether the reward of one intervention exceeds that of an alternative. Other metrics

of interest in a CEA may include the net monetary benefit (benefit multiplied by willingness-to-pay

per unit benefit minus cost) or the incremental cost-effectiveness ratio (difference in costs of two

interventions divided by their difference in benefits).

The classic study of Markov processes (which we will sometimes, loosely, also refer to as Markov

chains or Markov models) assumes that all parameters are known exactly. This setting has been

deeply studied, and their properties can be found in standard textbooks, e.g., Puterman [2014] or

Rosenthal [2019]. However, when they are used to model the real-world, several difficulties arise.

Most real-world systems do not have known parameters. There may be significant variability that

can be modeled in various ways: e.g., parameters may lie in intervals, or some more complicated set,

be drawn from a probability distribution, or be given by a function of exogenous variables which

themselves lie in some set. For example, in the healthcare context, the transition probabilities may

be taken from empirical data, which has inherent uncertainty, or be a function of the patients’

characteristics.

Under such uncertainty, we would ideally like to obtain some rigorous guarantees of the behavior

1



CHAPTER 1. INTRODUCTION 2

of these Markov models. This can be analyzed through the lens of automated reasoning. Automated

reasoning is a broad field of computer science that aims to provide mathematical proofs, derived by

computers, about the behavior of a program or a system [Portoraro, 2025]. It is used in practice

to ensure necessary properties of hardware and software alike, which is called formal verification.

In recent times, formal verification has even been applied to machine learning models. Automated

reasoning spans several different subdomains: it includes symbolic manipulation such as with com-

puter algebra systems, interactive theorem provers like Lean [De Moura and Ullrich, 2021] (which

have garnered increasing interest in recent years from being used in conjunction with large language

models), and automated theorem provers like Z3 [De Moura and Bjørner, 2008]. Programs like Z3

are solvers for Boolean satisfiability (SAT) problems [Papadimitriou and Steiglitz, 2013], which can

encode logical propositions, and extensions known as satisfiability modulo theories (SMT), where

Boolean clauses are replaced by clauses under some other “theory”, e.g., linear inequalities. To see

how solving an SMT problem can be used to prove a theorem, consider the simple case of proving

the following property of quadratics: a quadratic ax2 + bx + c with a > 0 and b2 − 4ac < 0 (i.e.,

a convex quadratic with negative discriminant) has no non-positive values. This is equivalent to

saying that ∀a∀b∀c(a > 0 ∧ b2 − 4ac < 0 =⇒ ∀x(ax2 + bx + c > 0)), which can be expressed in

Z3, and Z3 will tell us that this theorem is indeed true. To do so, Z3 will use a combination of SAT

solving algorithms like conflict-driven clause learning, and a theory solver which can reason about

the nonlinear inequalities that make up the clauses of the expression.

Hence, underlying automated theorem provers are solvers that can work with clauses like linear

or polynomial inequalities. There is thus a tight connection between optimization and automated

reasoning. For example, Z3 would use a linear programming algorithm like simplex if it was given

a satisfiability problem containing linear inequalities. As well, in order to verify a property of some

system, we often want to bound the “worst-case”, which can be done by solving some optimization

problem. Driven by the desire to solve satisfiability problems, the computer science community

has pushed the boundaries of what sorts of problems can be decided. While satisfiability of linear

inequalities has been known to be solvable for quite some time – first with Gaussian elimination

for equalities, which in fact goes back to Newton and possibly before [Grcar, 2011], then with

Fourier-Motzkin elimination for inequalities [Fourier, 1827], and then with the development of linear

programming in the 20th century by Dantzig (see, e.g., Dantzig et al. [1955]), von Neumann, Kan-

torovich, and others – the case for polynomial inequalities is much harder. It was not even known

to be decidable until Tarski [1951], and the first algorithm only came out in the 1970s with Collins

[1976], both of whom were motivated by solving the problem of the “existential theory of the reals”,

i.e., to determine if a set defined by polynomial inequalities is empty.

This is important because, as we will show throughout this thesis, studying properties of Markov

processes with uncertain parameters can be done by studying an appropriate nonlinear system.

Automated reasoning thus provides us with powerful tools to understand them. There is a direct

link between the tools developed in that field and what we will do in this thesis. In particular, in

Chapter 2, we will apply the algorithm of cylindrical algebraic decomposition [Collins, 1976], which

is what Z3 and similar programs use to reason about polynomial inequalities, to perform an exact

sensitivity analysis of Markov models. In Chapter 3, we will embed machine learning models into

our Markov models, and show how to obtain bounds on the behavior of this system by solving a

nonlinear optimization problem.
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Concretely, the problems that we study in this thesis are both problems seen in health economics.

Namely, Chapter 2 tackles the problem of sensitivity analysis, i.e., seeing if the results of a health

economic analysis are sensitive to perturbations in the parameters, and Chapter 3 can be understood

to be tackling the problem of subgroup analysis, i.e., analyzing outcomes for a group of patients

defined by their features, such as women over the age of 65. As will be discussed further in the

related work, currently, both of these problems are handled in a rather non-rigorous way in the

health economics community, namely relying on sampling and simulations.

Both of these problems are directly inspired by the work in Chapter 4. In that chapter, we show

how Markov models can be used to model a complicated real-world medical problem: simulating the

effect of drone-delivered medical supplies on patient outcomes. To be more specific, when a cardiac

arrest happens at home, defibrillation should be given as soon as possible. Hence, some groups

around the world have begun to study using drones to fly defibrillators to the site of a cardiac

arrest. In this thesis, we present the first cost-effectiveness study of drones for defibrillator delivery,

using data on nearly 25,000 real patients in Ontario. This analysis comprises multiple components,

including facility location optimization, machine learning, and Markov models. It thus inspired the

work in Chapters 2 and 3. As little is known about real-world drone operation, there is significant

uncertainty in some of the inputs of this analysis, which directly inspired the methods in Chapter 2

for doing a rigorous sensitivity analysis. Because machine learning models are used as inputs into

the Markov models, this inspired the algorithm in Chapter 3 for rigorously analyzing the properties

of such systems.

1.2 Summary of Contributions

To summarize the contributions in this thesis:

1. In Chapter 2, we develop a technique for exact sensitivity analysis of Markov reward processes

using cylindrical algebraic decomposition (CAD). We study how to analyze the set of param-

eters such that the total reward satisfies an inequality. Our main technical contribution is

the development of a variant of CAD, that, under the special structure arising from this class

of polynomial systems, is drastically more efficient than a general CAD. We also implement

our algorithm in a software package, markovag, which is based on SymPy as the underlying

computer algebra system.

2. In Chapter 3, we study how to formally verify properties of Markov processes such as bounding

the total reward, reachability, or hitting time, when the parameters are given by the outputs

of machine learning (ML) models. This is important as, e.g., we may want individualized

parameters that are determined by a pretrained ML model. We show that for a broad class

of ML models, this problem is equivalent to a bilinear program, and we develop a novel

decomposition algorithm to solve it, which we show is up to 100x faster than current bilinear

solvers. We develop a powerful software package, markovml, which provides a domain-specific

language for building Markov processes and integrating ML models, and then verifying their

properties.

3. In Chapter 4, we perform the first cost-effectiveness analysis of drones for delivering automated

external defibrillators. Using data on nearly 25,000 real cardiac arrests, we fit nearly one
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thousand optimal drone networks, across a variety of objectives and network sizes. We then

analyze each drone network by simulating patient outcomes as if the drone network had been

present, and use a Markov model to track patients over time. We find that drones are a

cost-effective intervention, and this holds true across extensive robustness checks.

1.3 Thesis Organization

This thesis compiles work that has been published across three different papers. Chapter 2 is the

paper Chan and Maaz [2024], Chapter 3 is the paper Maaz and Chan [2025], and Chapter 4 is the

paper Maaz et al. [2025]. The first two papers share similar mathematical setup as well as some

related literature, so we provide these in the end of this chapter. Both Chan and Maaz [2024] and

Maaz and Chan [2025] contain case studies that re-analyze Maaz et al. [2025], but in this thesis, we

separate them and relegate these re-analyses to Chapter 4. There are some slight differences from

the published individual papers1.

1.4 Related Work

In this section, we go over the related work that is common to both Chapters 2 and 3. Both are

intimately connected to the literature on uncertain Markov processes as well as cost-effectiveness

analyses in healthcare.

1.4.1 Uncertainty in Markov Processes

Markov processes with parameters in uncertainty sets or defined by differentiable functions have

been well-studied [Caswell, 2019, Dai, 1996, Caswell, 2013, Hermans and De Cooman, 2012, Blanc

and den Hertog, 2008, De Cooman et al., 2014, Marbach and Tsitsiklis, 2001, 2003]. For example,

De Cooman et al. [2014] develop a generalization of the Perron-Frobenius Theorem when the tran-

sition probabilities lie within a credal set. Blanc and den Hertog [2008] study Markov chains with

row-wise uncertainty to compute bounds on hitting times and stationary distributions. However,

this line of research focuses on Markov chains, not Markov reward processes, and as a result is silent

on derived metrics like the total reward. There is also a large literature on Markov decision processes

with uncertain parameters [Nilim and El Ghaoui, 2005, Iyengar, 2005, Delage and Mannor, 2010,

Wiesemann et al., 2013, Goyal and Grand-Clément, 2023, Grand-Clément and Petrik, 2024], but in

this thesis we are not studying Markov decision processes, i.e., there is no policy.

1Proofs are always provided directly after the statement of the result. Additional details, e.g., about experiments,
which are in the appendices of the original papers, are instead integrated into the chapter, as are expository material;
although the several supplementary figures and tables for Chapter 4 are in the appendix. Some of the introductions
are slightly modified, due to the combined introduction written in this chapter, and some text in this chapter is taken
verbatim from the introductions of Chan and Maaz [2024] and Maaz and Chan [2025]. Some section titles may differ
in order to give a unified style across the different chapters. There may also be slight modifications to transition
sentences to reflect the flow of ideas. This thesis is meant to be a self-contained body of work, and my goal is to make
it instructive to future readers. Hence, Chapter 2 contains a full exposition of how cylindrical algebraic decomposition
works from the very basics, which is difficult to find in the literature; and Chapter 3 contains a full tutorial of the
software package, markovml, developed in Maaz and Chan [2025]. Chapter 4, being based on a paper published in a
medical venue, is written rather differently than Chapters 2 and 3, i.e., there is very little math, except for towards
the end of the chapter when we demonstrate the re-analyses using our new algorithms.
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The paper that most directly inspired the work in this thesis is that of Goh et al. [2018], who

develop a method for finding the maximum or minimum infinite horizon total reward for a Markov

reward process, where the set of probability matrices has a row-wise structure. They show that

solving such a problem can be done by formulating a certain Markov decision process, and then

solving it using standard policy iteration. Our work builds on this in the following two ways. First,

simply knowing the extrema would be insufficient if the threshold lies between the maximum and

minimum, as the policymaker would not know over which parameter values the threshold is met. In

contrast, our work in Chapter 2 allows a policymaker to know exactly which parameter values attain

or violate a given inequality. Second, when we integrate ML-driven parameters as in Chapter 3, we

cannot rely on the special row-wise structure, and hence have to develop a more general technique,

which in this thesis is to leverage bilinear programming.

1.4.2 Cost-Effectiveness Analysis

Markov models have been a ubiquitous tool for cost-effectiveness analysis in healthcare [Carta and

Conversano, 2020]. They are part of the larger class of multistate models [Hougaard, 1999] that

model transitions between health states. These models compute metrics like the incremental cost-

effectiveness ratio (ICER) and net monetary benefit (NMB) [Sonnenberg and Beck, 1993]. Markov

models in healthcare are typically analyzed either using linear algebra or via cohort simulations

[Sonnenberg and Beck, 1993]. As these models exhibit parameter uncertainty, sensitivity analysis is

an essential step [Briggs et al., 1994, Jain et al., 2011, Rudmik and Drummond, 2013]. Indeed, it

is recommended by health economics professional societies [Briggs et al., 2012] and even mandated

by policymakers [Andronis et al., 2009]. However, when sensitivity analyses are limited to one

or two parameters, larger interaction effects or correlations may be missed [Vreman et al., 2021].

Furthermore, the range of parameter values to test are often chosen arbitrarily. In contrast, the

method we present in Chapter 2 can perform arbitrary multi-way sensitivity analyses, uncovering

interactions between parameters, and will identify the full range of parameter values that lead to a

cost-effectiveness result holding.

As well, we often want to analyze subgroups of patients, or to identify heterogeneity between

patients. In the healthcare literature, these are typically studied using Markov “microsimulation”

models, which capture heterogeneous patient trajectories over time [Krijkamp et al., 2018], using

individual-level transition probabilities derived from so-called risk scores – typically logistic regres-

sion, although other models are sometimes used [Mertens et al., 2022, Wilde et al., 2019, Lee et al.,

2020, Breeze et al., 2017]. While existing approaches rely on Monte Carlo simulation, in Chapter 3

we instead provide an exact, non-simulation-based framework that supports a broad class of machine

learning models, aligning with the shift toward more sophisticated analytics in healthcare.

1.5 Mathematical Setup

Notation Vectors are lowercase bold, e.g., x, with i-th entry xi, and matrices by uppercase bold

letters, e.g., M with (i, j)-th entry Mij . The identity matrix is denoted by I, the vector of all ones

by 1, with dimensions inferred from context. The set of integers from 1 to n is denoted by [n].

A (discrete-time, finite-state) Markov chain with n states, indexed by [n], is defined by a row-

stochastic transition matrix P ∈ Rn×n, where Pij is the probability of transitioning from state i to
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state j, and a stochastic initial distribution vector π ∈ Rn, where πi is the probability of starting

in state i. Furthermore, if we assign rewards to each state, we call this a Markov reward process. A

Markov reward process has a reward vector r ∈ Rn, where ri is the reward for being in state i for

one period. A state is absorbing if it cannot transition to any other state, and transient otherwise.

Below, we recount three of the key properties commonly computed in practice [Puterman, 2014].

Definition 1.1 (Reachability). The probability of eventually reaching a set of states S ⊆ [n], from

the set T ⊆ [n] of transient states, where S ∩ T = ∅, is given by π̃⊤(I − Q)−1R1, where Q is

the transition matrix restricted to T , R is the transition matrix from T to S, and π̃ is the initial

distribution over T .

Definition 1.2 (Expected hitting time). The expected number of steps to eventually reach a set of

states S ⊆ [n], from the set T ⊆ [n] of transient states, where S ∩ T = ∅, assuming that the chain

will reach S from T with probability 1, is given by π̃⊤(I−Q)−11, where Q is the transition matrix

restricted to T , and π̃ is the initial distribution over T .

Definition 1.3 (Total finite-horizon discounted reward). The total finite-horizon discounted reward,

over a finite horizon t, with a discount factor λ ∈ (0, 1) is given by
∑t
m=0 π

⊤λmPmr.

Definition 1.4 (Total infinite-horizon discounted reward). The total infinite-horizon discounted

reward, with a discount factor λ ∈ (0, 1) is given by
∑∞
m=0 λ

mπ⊤Pmr = π⊤ (I− λP)
−1

r.

For each of the above quantities, we can restrict the analysis to a single state, e.g., for reachability

starting from a state i, we simply set π̃i = 1 and for j ̸= i, set π̃j = 0.



Chapter 2

Exact Sensitivity Analysis of

Markov Reward Processes

2.1 Introduction

This chapter develops a new approach to conduct exact, deterministic sensitivity analyses of a

Markov reward process. Our approach leverages ideas from algebraic geometry, particularly cylin-

drical algebraic decomposition (CAD), and applies them to the mathematical structure of common

cost-effectiveness analyses, which enables exact analysis more efficiently than for general polynomial

systems. The implication is that exact multi-way (where multiple parameters are varied simultane-

ously) sensitivity analysis is possible, which allows a policymaker to fully describe complex parameter

regimes where new technologies or medical interventions are cost-effective.

As the parameters of a Markov process may be subject to significant uncertainty, it is common

to do a sensitivity analysis, e.g., in a cost-effectiveness analysis (CEA). A typical approach is a

one-way deterministic sensitivity analysis, which means that one parameter is varied within a range

or set of values while all others are fixed at some nominal value. This approach is straightforward

but does not capture the joint effect of multiple parameters. Multi-way sensitivity analyses create

a multi-dimensional grid of test points over the parameter space, which measures the impact of

parameter interactions, but quickly becomes intractable in the number of parameters tested and grid

granularity. In a systematic review of CEAs, Jain et al. [2011] found that 86% of studies in their

sample conducted a one-way sensitivity analysis, but only 45% conducted a multi-way sensitivity

analysis, likely owing to these difficulties. In practice, multi-way sensitivity analyses rarely extend

beyond two parameters [Briggs et al., 1994]. We note that there is another type of sensitivity analysis

known as probabilistic sensitivity analysis, where parameter values are drawn from distributions and

their joint effect simulated [Baio and Dawid, 2015]. However, they face a similar issue as parameter

distributions are often arbitrarily chosen. In contrast, our method makes no assumptions on the

ranges nor distributions of the parameters, and instead enumerates the full range of parameters that

yields the desired result.

We make the key observation that the questions typically asked in a cost-effectiveness analy-

sis based on a Markov reward process can be described as a system of polynomial inequalities.

Determining whether an intervention remains cost-effective if parameter values vary within given

7
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intervals is thus equivalent to determining whether a polynomial system satisfies a set of inequalities

over those parameter intervals. Hence, we study deterministic sensitivity analysis through the lens of

algebraic geometry, which provides tools that facilitate analysis of multivariate polynomial systems,

such as cylindrical algebraic decomposition [Collins, 1974]. CAD was the first practical algorithm

for solving systems of polynomial inequalities and works by decomposing the multidimensional real

space into cylindrical cells over which each polynomial is sign invariant. Once these cells are de-

fined, the algorithm can easily check feasibility of the polynomial system over each cell [Basu et al.,

2006]. In doing so, we obtain a tree-like representation of the whole space over which the polynomial

system holds. In this chapter, we will use CAD to fully represent the cost-effectiveness region in

a multi-way sensitivity analysis. While analyzing general polynomial systems using CAD remains

computationally challenging, the polynomial systems of interest in a Markov reward process-based

CEA can be analyzed much more tractably.

Our main contributions are as follows.

1. Semialgebraic representation of Markov reward processes. We show that sensitivity analysis of

common cost-effectiveness analysis quantities, including bounding or comparing total benefits,

total costs, incremental cost-effectiveness ratios, and net monetary benefits, is equivalent to de-

termining whether certain polynomial systems are feasible. Thus, describing the cost-effective

parameter space can be done by analyzing the CAD of these systems.

2. Cylindrical algebraic decomposition. We demonstrate that the polynomial systems induced by

the aforementioned analyses belong to a special class that makes the CAD construction more

efficient. This class accommodates important considerations such as the transition probability

matrix possessing the increasing failure rate property. We develop a specialized version of

the general CAD algorithm for this class of systems. We show that this CAD has a singly

exponential size, compared to the doubly exponential size in a general CAD.

3. Software. We develop a Python package, markovag, that implements our algorithms. It

can construct polynomial systems representing sensitivity analysis of common CEA metrics,

analytically characterize the boundary in a multi-way sensitivity analysis, and construct the

CAD.

4. Case studies. To demonstrate the CAD approach to sensitivity analysis, we apply our algo-

rithms and software in two case studies. The first case study uses synthetic data to show that

a traditional parameter grid search could easily mischaracterize a non-linear cost-effectiveness

boundary. The second study, in Chapter 4, we re-analyze a real CEA from the literature and

show that our approach reveals a larger cost-effective parameter space than in the original

analysis and elucidates relationships between model parameters that would not be otherwise

obvious.

2.2 Related Work

This chapter relates to three different bodies of literature, across the domains of health economics,

stochastic processes, and algebraic geometry. The first two are discussed earlier in Section 1.4. The

third one is covered here.
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2.2.1 Cylindrical Algebraic Decomposition

A cylindrical algebraic decomposition (CAD) is a tree-like decomposition of the real space represent-

ing the solutions to a polynomial system, which is how we apply it in this chapter. The algorithm

to construct a CAD tree was initially developed by Collins [1974] to solve the problem of the ex-

istential theory of the reals, which asks for a satisfying assignment of real numbers to a Boolean

combination of polynomials. This problem was known to be solvable theoretically by Tarski [1951]

but it was not until Collins [1974] that a practical algorithm was developed. This problem is im-

portant in computer science as it fits into the general framework of satisfiability modulo theories

(SMT), a generalization of the classical Boolean satisfiability problem (SAT) [Papadimitriou and

Steiglitz, 2013] to statements with variables that can be numbers or even data structures [De Moura

and Bjørner, 2011]. Solving polynomial systems with CAD has long been used in robotics motion

planning [Canny, 1987, Schwartz and Sharir, 1990].

More broadly, there are some strong connections between techniques from algebraic geometry

and the operations research literature, particularly for polynomial optimization and semidefinite

programming [Lasserre, 2001, Parrilo, 2003, Blekherman et al., 2012, Parrilo and Thomas, 2019].

However, to date, techniques from this field have not been applied to the study of Markov reward

processes. Our technical contribution will be to apply concepts from algebraic geometry to study

the solutions to our class of polynomial systems, derived from Markov reward process sensitivity

analysis.

The computer algebra literature has identified special cases of polynomial systems for which CAD

can be simplified. There is a recent body of work on speeding up CAD when the system contains

equalities [England et al., 2020], which do arise in the class of systems we study, but the algorithm

remains asymptotically doubly exponential. Incremental CAD [Kremer and Ábrahám, 2020] extends

a CAD of a polynomial system to a CAD of the same system with an additional inequality. We use

a similar idea of extending a CAD by incrementally adding inequalities in our algorithm. Lastly,

Strzeboński [2010] developed an algorithm to construct a CAD from Boolean formulas of CADs.

Our contribution to computer algebra is the identification of a special but broad class of polynomial

systems under which we can construct the CAD more tractably.

2.3 Semialgebraic Representations of Markov Reward Pro-

cesses

We consider, as in Section 1.5, a Markov reward process with n states, transition probability matrix

P ∈ Rn×n, reward vector r ∈ Rn, initial state distribution π ∈ Rn, and a discount rate λ ∈ (0, 1).

We will study inequalities involving the finite and infinite-horizon rewards. As they will figure

heavily in this chapter, we introduce the following notation to refer to them, taking their definitions

from Section 1.5. The expected discounted reward over a finite horizon of length t, Rt, or over an

infinite horizon, R∞, are:

Rt :=

t∑
m=0

π⊤λmPmr (2.1)

and

R∞ := π⊤(I− λP)−1r. (2.2)
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For the purposes of sensitivity analysis, we consider Rt and R∞ as functions of π, P, and r,

since these are the quantities most likely to be estimated from data and subject to uncertainty. We

assume that λ is fixed. Clearly, Rt is a polynomial in π, P, and r. For R∞, we can re-write the

matrix inversion as

R∞ =
1

det (I− λP)
π⊤ adj (I− λP)r, (2.3)

where det(·) is the determinant and adj(·) is the adjugate matrix operator [Strang, 2022]. In this

form, there are three key properties of R∞ that we will use.

Lemma 2.1. R∞ is a ratio of two polynomials in π, P, and r. Furthermore, det(I− λP) > 0 and

the adjugate adj(I− λP) has all non-negative entries.

Proof. Let M = I− λP. Each element of the adjugate matrix is the determinant of a submatrix of

M, and the determinant is a multilinear map, and so each element of adjM is a polynomial of a

submatrix of P. Thus π⊤ adj (M)r is a polynomial of π, P, and r. As noted, detM is a polynomial

of P, so R∞ is a ratio of two polynomials. Next, M has the property that all of its real eigenvalues are

positive [Berman and Plemmons, 1994, Theorem 2.3 in Chapter 6]. Since any complex eigenvalues

come in conjugate pairs, the product of all eigenvalues, which equals the determinant, is positive.

Lastly, the inverse of M has all non-negative entries [Berman and Plemmons, 1994, Theorem 2.3

in Chapter 6], and we already know its determinant is positive, so the adjugate of M has all non-

negative entries.

Example 2.2. In a Markov chain with n = 2 states, det(I−λP) = 1+λ2p11p22−λ2p12p21−λp11−
λp22 and adj(I− λP) is [

1− λp22 λp12

λp21 1− λp11

]
.

Hence, R∞ is the following ratio of polynomials in P, π, and r:

r1(λp21π2 + π1(1− λp22)) + r2(λp12π1 + π2(1− λp11))
1 + λ2p11p22 − λ2p12p21 − λp11 − λp22

.

Sensitivity analyses of Markov reward processes, and cost-effectiveness analyses in particular, are

typically concerned with identifying a range of input values over which inequalities involving Rt and

R∞ hold. Given the forms of Rt and R∞ provided above, particularly in Lemma 2.1 for R∞, typical

inequalities associated with sensitivity analysis can all be written as polynomial inequalities. In the

examples that follow, we focus on R∞; the application to Rt is straightforward. Importantly, since

the denominator of R∞ is always positive, the sign of the inequality remains unchanged as elements

of P are varied.

Total reward. Given a threshold γ ∈ R, a policymaker may be interested in

π⊤(I− λP)−1r ≥ γ, (2.4)

which can be written as the polynomial inequality

π⊤ adj(I− λP)r− γ det(I− λP) ≥ 0. (2.5)



CHAPTER 2. EXACT SENSITIVITY ANALYSIS OF MARKOV REWARD PROCESSES 11

This approach can be extended to the comparison of two interventions, labeled a and b. Deter-

mining whether the total reward associated with intervention a is greater than that of b

π⊤
a (I− λPa)

−1ra ≥ π⊤
b (I− λPb)

−1rb (2.6)

can be written as the polynomial inequality

π⊤
a adj(I− λPa)ra det(I− λPb)− π⊤

b adj(I− λPb)rb det(I− λPa) ≥ 0. (2.7)

Comparing more than two interventions would result in a system of polynomial inequalities.

Net monetary benefit (NMB). The net monetary benefit is defined as a constant willingness-

to-pay threshold (W ) for one unit of benefit, multiplied by the infinite horizon benefit, and then

subtracting the infinite horizon cost. Let b and c be the vectors representing the one-period benefit

and cost for each state. Then NMB equals

Wπ⊤(I− λP)−1b− π⊤(I− λP)−1c = π⊤(I− λP)−1(Wb− c). (2.8)

The right-hand side expression is equivalent to the total reward when r = Wb − c. Hence, an

inequality that bounds the NMB can be written similarly to (2.5).

Incremental cost-effectiveness ratio (ICER). The incremental cost-effectiveness ratio is de-

fined as the ratio between the difference in the infinite horizon costs and the difference in the infinite

horizon benefits of two interventions. For two interventions a and b, the ICER is

π⊤
a (I− λPa)

−1ca − π⊤
b (I− λPb)

−1cb
π⊤
a (I− λPa)−1ba − π⊤

b (I− λPb)−1bb
. (2.9)

Bounding the ICER by γ results in a polynomial inequality after rearranging terms.

Remark 2.3 (Death state). ManyMarkov chains used in health economic models include an absorbing

“death” state: once the process transitions there it remain in this state with probability 1 and reward

0. In this case, the infinite horizon expected total reward without discounting is finite and can be

written as [Puterman, 2014]:

π̄⊤(I−Q)−1r̄, (2.10)

where Q is a (n − 1) × (n − 1) matrix representing transitions between the transient states, and r̄

and π̄ are the subvectors corresponding to the rewards and initial distribution, respectively, on the

transient states. Bounding this quantity can be similarly reformulated into a polynomial inequality.

Note that the constraints on Q will be substochastic, i.e., the row sums need only be less than or

equal to 1. As well, the row sums of Q need to be strictly greater than zero to ensure that I −Q

is invertible. Multiple absorbing states can also be accommodated easily. The takeaway is that our

subsequent development for discounted Markov reward processes applies to this case as well.



CHAPTER 2. EXACT SENSITIVITY ANALYSIS OF MARKOV REWARD PROCESSES 12

2.4 Cylindrical Algebraic Decomposition

Motivated by the question “for what values of π, P, and r does a given inequality hold?”, this

section studies general systems of polynomial inequalities. The focus is on those systems that possess

relevant characteristics associated with Markov reward process analysis, as described in the previous

section. For solving polynomial inequalities (i.e., identifying regions or points in the domain that

satisfy the inequalities), the standard representation is a cylindrical algebraic decomposition (CAD).

We provide an overview of CAD following Basu et al. [2006] and refer the reader to that book for

more details.

A CAD of a polynomial system is a finite decomposition of Rk into disjoint cells where in each

cell each polynomial in the system is sign-invariant1. Having such a decomposition allows us to

easily test consistency of the system at a given point in the domain and describe the regions over

which the system is consistent. Next, we formally define a cell.

Definition 2.4 (Cell). A cell is defined recursively.

1. In R1, a cell is either an open interval or a point.

2. Let k ≥ 1 and C be a cell in Rk. In Rk+1, a cell is either of the form {(x, y) ∈ Rk+1 | x ∈
C, f(x) < y < g(x)} or {(x, y) ∈ Rk+1 | x ∈ C, y = f(x)}, where f and g are either algebraic

functions2 or ±∞, with f(x) < g(x) for all x ∈ C.

Let R[{xi}ki=1] be the ring of polynomials in x1, . . . , xk. If we have a finite set of polynomials

F ⊂ R[{xi}ki=1], we call a CAD adapted to F if each f ∈ F is sign-invariant (0, +, or −) over each
cell. An important theorem from algebraic geometry is that for every finite set of polynomials F ,

there exists a CAD adapted to F (see Lojasiewicz [1965] or Basu et al. [2006, Theorem 5.6]).

Next, we consider inequalities involving elements of F . Let f ∈ R[{xi}ki=1]. An f -atom is an

expression f ▷◁ 0, where ▷◁∈ {=, >,<,≥,≤}. A semialgebraic set is defined by Boolean combinations

of f -atoms and is closed under union, intersection and complement. A corollary of the above theorem

is that any semialgebraic set of f -atoms can be represented equivalently by a subset of the cells of the

CAD adapted to F . Then, to test the consistency of a semialgebraic set, one can simply construct

the CAD adapted to F and use a single point in each cell to test the system’s consistency. Lastly,

we can obtain an algebraic description of each cell to represent all the solutions of the system.

The recursive nature of the cells of a CAD make it intuitive to represent as a tree.

Example 2.5. Consider the unit sphere x2 + y2 + z2 − 1 = 0. Its simplest CAD is:.

x = −1

y = 0

z = 0

−1 < x < 1

y = −
√
1 − x2

z = 0

−
√
1 − x2 < y <

√
1 − x2

z = −
√

1 − x2 − y2 z =
√

1 − x2 − y2

y =
√
1 − x2

z = 0

x = 1

y = 0

z = 0

The CAD can be constructed using straightforward geometric reasoning. We start with one-

dimensional cells, so we project the sphere to the unit disc x2 + y2 ≤ 1 in R2, and then again to the

1Different CADs can represent the same system, e.g., by splitting cells unnecessarily.
2An algebraic function is defined as being the zero of some polynomial. It is a strictly larger class of functions

than the polynomials. For example,
√
x is not a polynomial, but it is algebraic, as it is a solution to y2 − x = 0. On

the other hand, sinx is not algebraic.
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interval −1 ≤ x ≤ 1 in R1. Form cells −1, (−1, 1), and 1. Given the x values in each cell, determine

the feasible y values based on the unit disc. Repeat for the z values based on the unit sphere.

A cell in R3 is the conjunction of all the nodes in a path from x to z. An example is x = −1∧y =

0 ∧ z = 0. By taking the disjunction of all cells, we get the full decomposition of the unit sphere.

This simple example illustrates the general principles for how to construct a CAD for any poly-

nomial system in Rk: 1) Repeatedly project the polynomials to R1; 2) Create cells by identifying

appropriate points (i.e., roots) and intervals; 3) Over each cell in R1, construct a cylinder in R2, and

create cells in R2 by computing the roots and intervals of each projection in R2. 4) Repeat until we

reach Rk.
While the above approach is intuitive, it required the development of special projection operators

[Collins, 1974, 1976] to allow systematic CAD construction for arbitrary systems. Next, we describe

the algorithm for generating a CAD of a system. As CAD crucially hinges on projection operators

with certain properties, we now describe the Hong projection operator in detail. Later, we will

analyze the behavior of the Hong projection operator for our technical results.

2.4.1 Background on Hong Projection Operator

To describe Hong’s projection operator [Hong, 1990], we need to introduce some new notation. To

use a projection operator, we have to choose a main variable, or mvar. The polynomials will be

treated as univariate polynomials in the mvar. Then, for a polynomial f , the leading term, ldt(f),

is the term with the highest exponent of the mvar, the leading coefficient, ldcf(f), is the coefficient

of ldt(f), and the degree, deg(f) is the highest exponent with which the mvar appears.

Two crucial concepts in algebraic geometry are the reducta and the principal subresultant coef-

ficients, which we define below.

Definition 2.6 (Reducta). The reductum of a polynomial f with a chosen mvar is red(f) = f −
ldt(f). We inductively define the ith level reductum as: red0(f) = f and redi(f) = red(redi−1(f)).

Then, the reducta set RED(f) = {redi(f), 0 ≤ i ≤ deg(f), redi(f) ̸= 0}.

Example 2.7. Let f = x1x2 + x3x4 − 1, with mvar x1. Then, red0 = x1x2 + x3x4 − 1, and

red1 = x3x4 − 1. So, RED(f) = {x1x2 + x3x4 − 1, x3x4 − 1}.

Definition 2.8 (Principal subresultant coefficients). Let there be two polynomials f, g, with degrees

p, q, respectively, having chosen the mvar x. Let p > q (resp. p = q), and fix 0 ≤ i ≤ q (resp. 0 ≤
i ≤ p−1). Define the ith Sylvester-Habicht matrix, denoted SylvHai(f, g), as the matrix whose rows

are xq−i−1f, xq−i−2f, · · · , f, g, · · · , xp−i−1g, considered as vectors in the basis [xp+q−i−1, · · · , x, 1];
it has p+ q− i columns and p+ q−2i rows. Then, the ith principal subresultant coefficient, denoted

psci, is the determinant of the submatrix of SylvHai(f, g) obtained by taking the first p + q − 2i

columns. Then, the PSC set PSC(f, g) = {psci(f, g), 0 ≤ i ≤ min(deg(f),deg(g)),psci(f, g) ̸= 0}.

Example 2.9. Let f = 3x2 + 5x + 6, g = 4x2 + 2x + 1, with mvar x, and say we want psc0. The

Sylvester-Habicht matrix will have 4 columns and 4 rows. The basis for the rows is [x3, x2, x, 1]. For

the first row, we compute x · f = 3x3 + 5x2 + 6x, which is [3, 5, 6, 0] in our basis. The second row

is [0, 3, 5, 6]. For the third row, we take g, which yields [0, 4, 2, 1]. For the fourth row, we compute
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x · g, yielding [4, 2, 1, 0] in our basis. Hence, we have the following matrix:
3 5 6 0

0 3 5 6

0 4 2 1

4 2 1 0


Then, psc0 is the determinant of the whole matrix, which is −343.

The operations defined above are used in the Hong projection operator. We let D represent the

derivative operator. Then, the Hong projection operator PROJH(F ) of a set F of polynomials is

[Hong, 1990]:

PROJH(F ) = PROJ1(F ) ∪ PROJ2(F ) (2.11)

PROJ1(F ) =
⋃
f∈F

f ′∈RED(f)

[{ldcf(f ′)} ∪ PSC(f ′,Df ′)] (2.12)

PROJ2(F ) =
⋃

f,g∈F
f≺g

⋃
f ′∈RED(f)

PSC(f ′, g) (2.13)

Above, f ≺ g denotes an arbitrary linear ordering, to not loop over redundant pairs. The

operator PROJ1 tells us to loop over the set F , and loop over the reducta set for each, and apply

ldcf and PSC. The operator PROJ2 tells us to loop over (non-redundant) pairs f, g ∈ F , take the

first one’s reducta set, and calculate the PSC set between each of them with g. Hong [1990] proved

that this is a valid projection operator.

Now that we have defined the Hong projection operator, we demonstrate an example, using the

sphere, as in Example 2.5.

Example 2.10. Suppose we have the polynomial x2+y2+z2−1. We want to compute the projection

factors of this set, which only has a single polynomial. In keeping with our notation, we set F3 =

{x2 + y2 + z2 − 1}. We now eliminate z and then y.

1. Eliminate z.

• Apply PROJ1.

– Set f = x2 + y2 + z2 − 1. Then, RED(f) = {x2 + y2 + z2 − 1, x2 + y2 − 1}.
∗ Set f ′ = x2 + y2 + z2 − 1. We have ldcf(f ′) = 1. Also, Df ′ = 2z. We now

compute PSC.

· Set i = 0. SylvHa0 is a 3 × 3 matrix, who’s rows have the basis [z2, z, 1]. We

have:

SylvHa0(f
′,Df ′) =

1 0 x2 + y2 − 1

0 2 0

2 0 0


Then, psc0(f

′,Df ′) is the determinant of the entire above SylvHa matrix,

equaling 4− 4x2 − 4y2.
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· Set i = 1. SylvHa1 is a 1×2 matrix, who’s rows have the basis [z, 1]. We have:

SylvHa1(f
′,Df ′) =

[
2 0

]
Then, psc1(f

′,Df ′) is the determinant of the submatrix of the above matrix

taking the first 1 columns, equaling 2.

∗ Set f ′ = x2 + y2 − 1. We have ldcf(f ′) = x2 + y2 − 1. Also, Df ′ = 0. We now

compute PSC. As both are degree 0 in z, it is empty.

• Apply PROJ2: can skip as we only have a single polynomial.

• Hence, F2 = {1, 2, x2 + y2 − 1,−4x2 − 4y2 + 4}. We can drop the constants (see Section

2.4.2).

2. Eliminate y.

• Apply PROJ1.

– Set f = x2 + y2 − 1. Then, RED(f) = {x2 + y2 − 1, x2 − 1}.
∗ Set f ′ = x2 + y2 − 1. We have ldcf(f ′) = 1. Also, Df ′ = 2y. We now compute

PSC. We omit some details as we showed a detailed run-through above.

· Set i = 0. We have:

SylvHa0(f
′,Df ′) =

1 0 x2 − 1

0 2 0

2 0 0


Then, psc0(f

′,Df ′) is the determinant of the entire above SylvHa matrix,

equaling 4− 4x2.

· Set i = 1. We have:

SylvHa1(f
′,Df ′) =

[
2 0

]
Take the first 1 columns: psc1(f

′,Df ′) equals 2.

∗ Set f ′ = x2−1. We have ldcf(f ′) = x2−1. Also, Df ′ = 0. Lastly, PSC(f ′,Df ′) =
∅.

– Set f = −4x2 − 4y2 + 4. Then, RED(f) = {−4x2 − 4y2 + 4,−4x2 + 4}.
∗ Set f ′ = −4x2 − 4y2 + 4. We have ldcf(f ′) = −4. Also, Df ′ = −8y. We now

compute PSC.

· Set i = 0. We have:

SylvHa0(f
′,Df ′) =

−4 0 4− 4x2

0 −8 0

−8 0 0


Then, psc0(f

′,Df ′) = −256 + 265x2.

· Set i = 1. We have:

SylvHa1(f
′,Df ′) =

[
−8 0

]
Take the first 1 columns: psc1(f

′,Df ′) = −8.
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∗ Set f ′ = −4x2 + 4. We have ldcf(f ′) = −4x2 + 4. Also, Df ′ = 0. Lastly,

PSC(f ′,Df ′) = ∅.

• Apply PROJ2.

– Set f = x2 + y2 − 1, g = −4x2 − 4y2 + 4. We have RED(f) = {x2 + y2 − 1, x2 − 1}.
∗ Set f ′ = x2 + y2 − 1. We have psc0 = 0 and psc1 = 0 (we omit the construction

of the SylvHa matrices).

∗ Set f ′ = x2 − 1. We have psc0 = 1− 2x2 + x4.

• Hence, F1 = {−8,−4, 0, 1, 2,−256 + 256x2,−4x2 + 4, x2 − 1, x4 − 2x2 + 1}. We can drop

the constants (see Section 2.4.2).

Therefore, we have the projection factors after eliminating z: F2 = {x2+ y2− 1,−4x2− 4y2+4}
and the projection factors after eliminating y: F1 = {−256+ 256x2,−4x2 +4, x2 − 1, x4 − 2x2 +1}.

2.4.2 Technical Lemmas About Reducta and Principal Subresultant Co-

efficients

We introduce several technical lemmas about reducta and principal subresultant coefficients through

which we will study the behavior of the Hong projection, which will be especially useful for the

polynomial systems we will study.

First, we have the following lemmas about reducta sets.

Lemma 2.11. If f is degree 0, then
⋃
f ′∈RED(f) [ldcf(f

′) ∪ PSC(f ′,Df ′)] = {f}.

Proof. RED(f) = {red0(f)} = f , and ldcf(f) = f , and Df = 0, so PSC(f,Df) = ∅. Hence, we only

have {f}.

Lemma 2.12. If f is degree 1, then
⋃
f ′∈RED(f) [ldcf(f

′) ∪ PSC(f ′,Df ′)] = {ldcf(f), f − ldt(f)}.

Proof. Here, RED(f) = {f, f−ldt(f)}. Now, Df = ldcf(f) is degree-zero, so to compute PSC(f,Df) =
{psc0(f,Df)}, note that SylvHa0(f,Df) is the 1×1 matrix with the entry ldcf f , so the determinant

and hence psc0(f,Df) = ldcf f . Lastly, we will include ldcf(f), and ldcf(f − ldt(f)) = f − ldt(f),

because it is degree-zero. So we are left with {ldcf(f), f − ldt(f)}.

Next, we have the following lemmas about principal subresultant coefficients.

Lemma 2.13. Let f, g, with g degree 0 and deg(f) = d > 0. Then PSC(f, g) = {(−1)⌊d/2⌋ · gd}.

Proof. Here, PSC(f, g) = {psc0(f, g)}. We form SylvHa0(f, g) as follows: it is a d × d matrix, and

no rows will correspond to f , because deg(g) = 0. So, it is the antidiagonal matrix with entries g.

We perform ⌊d/2⌋ row swaps (i.e., first and last, second and second last, etc.) to make it a diagonal

matrix, noting that every swap causes a sign change in the determinant. Then, the determinant of

the diagonal matrix is gd, which is multiplied by (−1)⌊d/2⌋ because of the swaps.

Lemma 2.14. Let f, g, with g degree 0, and f have a degree sequence, i.e., exponents of x with a

non-zero coefficient, of D. Then,
⋃
f ′∈RED(f) PSC(f

′, g) = {(−1)⌊d/2⌋ · gd, d ∈ D}.

Proof. The degrees of the reducta set of f are exactly the degree sequence D. The result follows

from Lemma 2.13.
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Remark 2.15. For the purposes of CAD, the sign change, though mathematically accurate, is not

necessary to keep track of, because ultimately we care about the roots of the projection factors,

which is unaffected by negation. Therefore, when we apply Lemmas 2.13 and 2.14, we will ignore

the (−1)⌊d/2⌋ sign.

We summarize some key takeaways here:

• For PROJ1, degree 0 polynomials (in the mvar, although they may still have positive degree

in other variables), are just copied over into the projection factor set.

• For PROJ2, we can ignore pairs with both degree-zero polynomials. If the pair has a single

degree-zero polynomial, we can easily use Lemma 2.14.

• For constants, i.e., degree 0 in all variables, we need not store them, as they will be propagated

to every subsequent projection factor set, and in the base phase do not contribute to creating

any cells.

2.4.3 The CAD Algorithm

Having now defined the machinery of the Hong projection operator, and demonstrating some prop-

erties of it, we are now ready to give the algorithm of Collins [1974] below. We refer the reader to

Chapters 5 and 11 of Basu et al. [2006] for a comprehensive description of the algorithm. Here, we

break up CAD into two algorithms, which we call the decision phase and solution formula phase.

The pseudocode of these algorithms is given in Algorithm 1 and Algorithm 2, respectively. The

decision phase of CAD determines whether a polynomial system is consistent, whereas the solution

formula phase constructs the full CAD tree as in Example 2.5.

The input of the decision phase is a set Fk ⊂ R[{xi}ki=1] of polynomials in k variables. The

algorithm has three main steps: projection, base case, and lifting. In the projection step, the set

Fk is iteratively projected down to lower dimensions, forming sets of polynomials that are called

projection factors in Rk−1,Rk−2, · · ·R1, denoted Fk−1, Fk−2, · · ·F1, respectively. In the base case

step, we form cells in R1 using F1 and then store a single sample point for each cell. Finally, in the

lifting step, the CAD is lifted iteratively back up to Rk. The final result is a set of points in Rk

where each point represents a cell over which each f ∈ Fk is sign-invariant. Therefore, the truth of

a system of polynomials where the atoms are composed of f ∈ Fk can be determined by evaluation

at each test point, due to the sign-invariance property. Thus, Algorithm 1 allows us to determine if

any solution exists, which is sufficient for many applications, e.g., SMT.

If we want an algebraic description of all points that satisfy the system, like in the case of a

sensitivity analysis, then we require Algorithm 2. This algorithm produces the desired result for

projection-definable systems [Brown, 1999]. A system is projection-definable if no two cells that

have different truth values share the same sign for any projection factor. In this case, the solution

formula can be constructed purely using the signs of the projection factors. Algorithm 2 requires

information from Algorithm 1, namely the set of all projection factors and cells (specifically, their

sample points), and relies on the sign-invariance of projection factors over the cells in their respective

dimension. Algorithm 2 is sufficient, because as we will show in Lemma 2.27, all polynomial systems

that arise in our sensitivity analysis application are projection-definable. Systems that are not
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Algorithm 1 Cylindrical algebraic decomposition: decision phase

Require: A set of polynomials Fk ⊂ R[{xi}ki=1]
Ensure: Sample points in each cell of the CAD adapted to Fk

# Step 1: Projection
1: for i = k, k − 1, . . . , 2 do
2: From Fi, construct the set of projection factors Fi−1 ⊂ R[{xj}i−1

j=1] by eliminating xi
3: end for

# Step 2: Base Case
4: r ← Ordered list of roots of all f ∈ F1, labeled r1, r2, . . .

5: Construct cells: {rj}|r|j=1 ∪ {(rj , rj+1)}|r|−1
j=1 ∪ {(−∞,min r), (max r,∞)}

# Calculate sample points
6: for each cell do
7: if cell is a point then
8: Sample point is the point itself
9: else if cell is an interval with finite endpoints then

10: Sample point is average of endpoints
11: else if cell is (−∞,min r) then
12: Sample point is min r − 1
13: else if cell is (max r,∞) then
14: Sample point is max r + 1
15: end if
16: end for

# Step 3: Lifting
17: C ← sample points of cells in R1

18: for i = 2, 3, . . . , k do
19: C′ ← ∅
20: for each cell C ∈ C do
21: Evaluate the polynomials in Fi at the sample point of C
22: Find the roots of these polynomials and construct cells and sample points in Ri as in the

base case
23: Add these sample points to C′
24: end for
25: C ← C′
26: end for
27: return C
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projection-definable are outside the scope of this thesis. The interested reader is referred to Brown

[1999].

Algorithm 2 Cylindrical algebraic decomposition: solution formula phase

Require: A projection-definable polynomial system, and all projection factors Fk ∪ Fk−1 ∪ Fk−2 ∪
· · · ∪ F1 and the set of sample points C from Algorithm 1

Ensure: A CAD-based formula representing all the solutions to the polynomial system
1: cell formulas ← empty list
2: for C ∈ C where the polynomial system holds over C do
3: formulas ← empty list
4: for f ∈ Fk ∪ Fk−1 ∪ Fk−2 · · · ∪ F1 do
5: if f is negative at C then
6: Append atom f < 0 to formulas
7: else if f is zero at C then
8: Append atom f = 0 to formulas
9: else if f is positive at C then

10: Append atom f > 0 to formulas
11: end if
12: end for
13: Append

∧
formulas to cell formulas

14: end for
15: return

∨
cell formulas

The crucial step in Algorithm 1 is the projection step (line 2), which is now the most well-

studied part of the algorithm. The first valid projection operator was given by Collins [1974] and

later simplified by Hong [1990], which gives smaller projection factor sets while still maintaining

soundness and completeness. In our implementation, we use the Hong [1990] projection operator,

which was just defined in Section 2.4.1. In Algorithm 2, the conjunctions in line 13 can be visualized

in the tree in Example 2.5 as the paths from the top of the tree to the leafs, while the disjunctions

in line 15 are the set of all paths, which comprise the entire tree.

We now have all the information necessary to rigorously construct the CAD of an arbitrary

system. As an example, we revisit the 3D sphere CAD and construct it per Algorithms 1 and 2.

Example 2.16. For the unit sphere, our system is x2+ y2+ z2− 1 = 0, so F3 = {x2+ y2+ z2− 1}.
We eliminate z and then y.

Algorithm 1:

• Projection (see Example 2.10)

– Eliminate z: F2 = {x2 + y2 − 1,−4x2 − 4y2 + 4}

– Eliminate y: F1 = {−256 + 256x2,−4x2 + 4, x2 − 1, x4 − 2x2 + 1}

• Base case. The roots of F1 are {−1, 1}. So the cells are {(−∞,−1),−1, (−1, 1), 1, (1,∞)}.
We choose the corresponding sample points {−2,−1, 0, 1, 2}.

• Lifting

– To R2:
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∗ Over sample point −2, we have the polynomials {3+y2, 12−4y2}, with roots {−
√
3,+
√
3},

hence cells {(−∞,−
√
3),−

√
3, (−

√
3,
√
3),
√
3, (
√
3,∞)}, with sample points {−

√
3−

1,−
√
3, 0,
√
3,
√
3 + 1}

∗ Over sample point −1, we have the polynomials {y2,−4y2}, with roots {0}, hence

cells {(−∞, 0), 0, (0,∞)}, with sample points {−1, 0, 1}
∗ Over sample point 0, we have the polynomials {y2− 1,−4y2 +4}, with roots {−1, 1},
hence cells {(−∞,−1),−1, (−1, 1), 1, (1,∞)}, with sample points {−2,−1, 0, 1, 2}

∗ Over sample points 1 and 2, the analysis is the same as with sample point −1 and

−2, respectively, because x always appears as x2 in F1

– To R3: We plug in each (x, y) sample point into x2 + y2 + z2 − 1 and construct cells and

sample points for z; we omit the details for brevity. There are 41 cells in total.

• Truth of the system: Evaluate x2 + y2 + z2 − 1 at each sample point and check if it equals

zero. The system holds over the following 6 cells, represented by their (x, y, z) sample points:

{(−1, 0, 0), (0,−1, 0), (0, 0,−1), (0, 0, 1), (0, 1, 0), (1, 0, 0)}.

Algorithm 2:

The set of projection factors is F1∪F2∪F3. We evaluate their signs over each cell. We can ignore

{−4x2 − 4y2 +4,−4x2 +4,−256+ 256x2} as they are multiples of other projection factors. We can

also ignore x4−2x2+1, because it equals (x2−1)2, so it is always non-negative, and zero if and only

if −1+ x2 is zero, so it is also redundant to list in the solution formula.3 Thus, the three projection

factors that remain are {x2 − 1, x2 + y2 − 1, x2 + y2 + z2 − 1}. This system is projection-definable,

as no pair of cells with differing truth values share the same signs of the projection factors, which

can be manually checked.

Next, we show an example of constructing the solution formula for a given a cell. Over the

cell with sample point (0, 0, 1) applied to the three remaining projection factors we get the atoms

{x2− 1 < 0, x2+ y2− 1 < 0, x2+ y2+ z2− 1 = 0}, and hence the formula −1 < x < 1∧−
√
1− x2 <

y <
√
1− x2 ∧ z =

√
1− x2 − y2. Following a similar approach for the other cells, we recover the

full CAD of the sphere in Example 2.5.

Although we have a general approach to construct the CAD of an arbitrary system, the key

challenge is computational complexity. Due to the complicated ways polynomials can interact during

the projection phase, the number of projection factors and the size of the CAD can quickly grow

large. CAD has a complexity that depends polynomially on the degrees and number of polynomials,

but is doubly exponential in the number of variables [England et al., 2015]. Indeed, it is possible to

construct examples where this doubly exponential complexity is attained [Basu et al., 2006]. This

presents a significant challenge in computing CADs for even more than a few variables. As well,

the order of which variables to eliminate during the projection step can significantly affect both the

runtime and the space needed to store the CAD.

3Note that these “algebraic reasoning” arguments like ignoring multiples, solving inequalities of univariate poly-
nomials, etc., are not strictly part of CAD – they should be handled at the level of a (good) computer algebra
system.
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2.4.4 A Special Class of Polynomial System

In the remainder of this section we examine a specific class of polynomial systems that is motivated

directly by our Markov reward process context. We demonstrate that due to the special structure of

this system, its CAD can be generated much more efficiently than the general case. We also present

a specialized version of the general CAD algorithm, tailored to this polynomial system class.

We consider a system of polynomials that have two different “types” of variables: x-type variables

and α-type variables. We have η of the x-type variables, so that we index them {xi}ηi=1. The α-

type variables are doubly indexed and are arranged as follows: there are ϕ simplices, and in the

ith simplex, there are τi of the α-type variables. In other words, we index the α-type variables

as {αi,j}i∈[ϕ],j∈[τi]), where we define the notation [m] := {1, . . . ,m} for a positive integer m. By

definition, each variable αi,j is present in only a single simplex. Thus, there are a total of η+
∑ϕ
i=1 τi

variables. Let R[{xi}ki=1, {αi,j}i∈[ϕ],j∈[τi]] represent the ring of polynomials of these variables, and

let f∗ be a polynomial in this ring. We will call the atom f∗ ≥ 0, the defining inequality of the

system.

Our polynomial system of interest is

f∗ ≥ 0

xi ≥ 0 i ∈ [η]

τi∑
j=1

αi,j = 1 i ∈ [ϕ]

0 ≤ αi,j ≤ 1 i ∈ [ϕ], j ∈ [τi]

(M)

We focus on the case where xi is sign-constrained both because of practical motivations (e.g.,

rewards and costs associated with real-world problems tend to be sign-constrained) and because it

leads to slightly more complex CAD trees (due to the presence of the endpoint 0) allowing us to

showcase the full range of the CAD algorithm. The following development fully applies to the case

where xi is free, except that there will be fewer cells.

Remark 2.17. The connection to our sensitivity analysis motivation is that f∗ ≥ 0 is the condition

the policymaker wants to test (e.g., NMB greater than a threshold), the x-type variables represents

rewards, costs and benefits, and the α-type variables represent probabilities, i.e., π and the rows of

P.

Despite the general challenges described at the end of the previous subsection, we will show that

we can construct a CAD for system (M) far more efficiently than general systems. This is made

possible due to the following:

1. For a given i, the αi,j variables form a unit simplex.

2. For a given i, j, the αi,j variable only appears in a single simplex constraint.

3. The x-type variables only appear in f∗ ≥ 0.

Our approach takes advantage of this structure as follows. First, we construct a CAD of each

simplex (which can be parallelized), and then conjunct them together. Then, relying on a special

property associated with the projection factors of f∗ that we describe later (“simplex-extensibility”),
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we can efficiently lift to include the x-type variables, which only show up in the defining inequality,

to construct the full CAD.

CAD of simplices

Since all variables are restricted to be between 0 and 1, the construction of a simplex CAD is

straightforward.

Theorem 2.18. Consider a unit simplex {αj , j ∈ [τ ] |
∑τ
j=1 αj = 1, 0 ≤ αj ≤ 1, j ∈ [τ ]}. Its CAD

is given by the following tree:

1. The first level has three cells: α1 = 0, 0 < α1 < 1, α1 = 1.

2. For 2 ≤ i ≤ τ−1, for a given cell in level i−1, the children cells in level i are 0, (0, 1−
∑i−1
j=1 αj)

and 1−
∑i−1
j=1 αj.

3. The last level (i = τ) has a single child cell for each of the τ −1 level cells: ατ = 1−
∑τ−1
j=1 αj.

The tree also propagates down any cells defined by an equality on the preceding variables.

Proof. Observe that a valid representation of a simplex can be constructed as follows: α1 ∈ [0, 1],

α2 ∈ [0, 1− α1], α3 ∈ [0, 1− α1 − α2], and so on, until ατ = 1−
∑τ−1

1 αi. Clearly, each variable is

in [0, 1]. The sum
∑τ

1 αi ≥ 1, by summing the lower bounds of these intervals. Next, by looking at

the partial sums of the upper bounds, we can see that α1 + α2 ≤ 1, α1 + α2 + α3 ≤ 1, and so on, so

that
∑τ

1 αi ≤ 1. Therefore,
∑τ

1 αi = 1, as required by the simplex constraint.

Then, we convert this into a valid CAD by decomposing each of the defining intervals into their

cells, namely the endpoints and the open interval.

Remark 2.19. By propagating any equality constraints active on the current cell, we may obtain a

degenerate interval (i.e., a point) in which case there is only one new cell. This is the case if, for

example, (taking a simplex with four variables) 0 < α1 < 1∧α2 = 1−α1. Then, surely α3 = α4 = 0.

It is easy to extend this simplex construction to the case where
∑τ
i=1 αi = κ ≤ 1, as the defining

representation of the simplex is now α1 ∈ [0, 1], α2 ∈ [0, κ − α1], α3 ∈ [0, κ − α1 − α2], and so

on, until ατ = κ −
∑τ−1
i=1 αi. Also, we can extend this construction to the inequality case, where∑τ

i=1 αi ≤ κ ≤ 1, by replacing the node at the final level with ατ ≤ κ−
∑τ−1
i=1 αi.

Since each α-type variable only occurs in a single simplex, it is trivial to create a CAD for a set

of simplices, by “gluing” them together.

Corollary 2.20. Consider ϕ unit simplices {αi,j , i ∈ [ϕ], j ∈ [τi] |
∑τi
j=1 = 1, 0 ≤ αi,j ≤ 1, i ∈

[ϕ], j ∈ [τi]}. To construct a cell in the CAD of the conjunction of these simplices, choose a single

cell from each of the individual simplices’ CADs, and conjunct them. The full CAD is the disjunction

of all such cells.

Proof. We proceed by induction. In the base case, with one simplex, it is trivially true. For the

inductive step, assume we have the CAD of the conjunction of m simplices. Then, to lift this CAD

to include the m+ 1-st simplex, first note that because the α-type variables only appear in a single

simplex, the lifting is identical over each cell, and indeed the lifting process will simply yield the

additional m + 1-st simplex itself. Therefore, each cell in the CAD of the conjunction of m + 1
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simplices is the conjunction of a single cell from each of the simplices individually, and the full CAD

is the disjunction over all such cells, as needed.

Note that this also follows from the distributivity of conjunction over disjunction for an arbitrarily

indexed family of sets: e.g., see Monk [1969, Theorem 5.21].

Example 2.21. Consider two simplices α1,1+α1,2+α1,3 = 1 and α2,1+α2,2+α2,3 = 1. The CAD

of their conjunction is:

α1,1 = 0

α1,2 = 0

α1,3 = 1

α2,1 = 0 0 < α2,1 < 1 α2,1 = 1

0 < α1,2 < 1

α1,3 = 1 − α1,2

S

α1,2 = 1

α1,3 = 0

S

0 < α1,1 < 1

α1,2 = 0

α1,3 = 1 − α1,1

S

0 < α1,2 < 1 − α1,1

α1,3 = 1 − α1,1 − α1,2

S

α1,2 = 1 − α1,1

α1,3 = 0

S

α1,1 = 1

α1,2 = 0

α1,3 = 0

S

S

where S represents the CAD of the second simplex, α2,1 + α2,2 + α2,3 = 1, shown partially on the

leftmost branch, which has identical structure to the CAD of the first simplex.

The intuition of the preceding corollary is that because each simplex is independent, we can

simply copy and conjunct them together. For example, if we have two simplices, take each cell in

the first simplex, and attach a copy of the second simplex. This leads to a bound on the size of the

CAD of simplices.

Corollary 2.22. The number of cells in a CAD of the conjunction of ϕ simplices, where the ith

simplex has τi variables, is O(3
∑ϕ
i=1 τi) = O(3ϕmaxi τi).

Proof. The CAD of a single simplex has at most 3 children at each level, except at the last level where

it definitely has one. So the number of cells for the ith simplex is O(3τi−1) = O(3τi). Then, if we

conjunct ϕ simplices together, we multiply the number of cells: O(3τ1 × 3τ2 · · ·× 3τϕ) = O(3
∑ϕ
i=1 τi).

Since each τi ≤ max1≤j≤ϕ τj , we also have the bound O(3ϕ·maxj τj ).

In general, the size of a CAD is doubly exponential in the number of variables, whereas for special

case of simplices it is singly exponential: the savings are due to the geometry of the simplex and the

assumption of their disjointness.

Simplex-extensibility: Lifting the simplex CAD to include f∗

The previous section showed that it was easy to construct a CAD for a set of simplices. Now, we

wish to lift the CAD to include f∗. The method of incremental CAD, which we discussed in the

literature review, applies here. In the general case, it requires significant computation, due to the

many possibilities of how CADs can interact. Therefore, we focus on characterizing conditions on

f∗ such that extending the simplex CAD is easy.
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Suppose we repeatedly apply a projection operator to the set F of polynomials that make up our

system (M) to eliminate all x-type variables. Then, we are left with a projection factor set F ′, where

each f ∈ F ′ is a polynomial in the α-type variables. If the CAD of the simplex constraints is also

the CAD of F ′, then we can simply stop the projection phase here and begin the lifting procedure

from the simplex CAD to construct a CAD for the full system. The value of such an approach is

the avoidance of calculating subsequent projection factor sets, which can blow up quickly. Thus, we

wish to characterize the polynomials f∗ such that this is true.

To do so, we will now use the technical lemmas that we introduced in Chapter 2.4.2 which will

help us to apply the Hong projection operator to instances of system (M).

Below, we provide a motivating example that will demonstrate the situation we discussed above.

Example 2.23. Consider the system α1x1 +α2x2− 1 ≥ 0 and α1 +α2 = 1. The set of polynomials

whose atoms form the system are {α1x1 + α2x2 − 1, α1 + α2 − 1}. Iteratively applying the Hong

projection:

• Eliminate x1: {α1, α1x2 − 1, α1 + α2 − 1}

• Eliminate x2: {α1, α2, α1 + α2 − 1}

Now, observe that the final projection factor set has the same CAD as the CAD of the simplex

associated with α1 +α2 = 1, so we can lift from it. Specifically, observe that each of the elements of

the projection factor set are sign-invariant in each of the cells.

The sign-invariance property observed in the previous example is crucial to our development.

We call this property simplex-extensible.

Definition 2.24 (Simplex-extensible). An instance of the system (M) is simplex-extensible if the

set of projection factors after eliminating all x-type variables is sign-invariant over each cell in the

CAD of the conjunction of the respective simplex constraints.

Example 2.25. To demonstrate an instance that is not simplex-extensible, take f∗ = x1(α
2
2−α2

1)+

x2α2 − 1, with the simplex constraint α1 + α2 − 1 = 0. If we calculate the projection factor set

after eliminating x1 and x2, we obtain {−1 + α2, α
2
2, α1 + α2 − 1, α2

2 − α2
1} (we omit the details for

brevity). The last polynomial, α2
2 − α2

1, is not sign-invariant on the simplex CAD. For example,

take (α1, α2) = (0.2, 0.8), which satisfies the simplex: at this point, the polynomial is positive. Now

take (α1, α2) = (0.8, 0.2), which also satisfies the simplex and indeed also lies in the same cell in the

simplex CAD (namely the cell 0 < α1 < 1 ∧ α2 = 1− α1): at this point, the polynomial is negative.

Therefore, it is not sign-invariant within a cell of the simplex CAD.

Characterizing the full class of simplex-extensible systems is difficult, as by definition it requires

the repeated application of the Hong projector until all x-type variables are eliminated. However,

using the series of technical lemmas presented in Section 2.4.2, we can derive several special cases

where the characterization is much easier. An important class of polynomials is of the form f∗ =

g0 +
∑η
i=1 xigi, where each function {gi}ηi=0 is a function of the α-type variables, for which we can

easily check its simplex-extensibility.

Theorem 2.26. Let f∗ = g0+
∑η
i=1 xigi, where each function {gi}ηi=0 is a polynomial of the α-type

variables. Then, this system is simplex-extensible if and only if each of {gi}ηi=0 is sign-invariant

over the CAD of the simplex constraints.
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Proof. We eliminate the x-type variables in turn. First, if we set xη as the mvar, then for PROJ1,

we copy over the simplex constraints, and for f∗, we keep the ldcf (which is gη) and subtract the ldt

(which is xηgη). For PROJ2, we raise the simplex constraints to the power of one, but we already

have them. So, this yields a projection factor set of {gη, g0+
∑η−1

1 xigi} plus the simplex constraints.

We then similarly eliminate xη−1, which yields the projection factor set {gη, gη−1, g0+
∑η−2

1 xigi}
plus the simplex constraints. Inductively, after eliminating all x-type variables, we are left with {gi}η0
plus the simplex constraints.

By definition, the instance is simplex-extensible if and only if each of these projection factors is

sign-invariant over the simplex CAD. Trivially, the simplex constraints are sign-invariant over the

simplex. Therefore, it is simplex-extensible if and only if each of {gi}η0 are sign-invariant over the

simplex CAD.

Theorem 2.26 captures a general class of f∗, in particular covering the relevant functions for our

Markov reward process context. More general classes of functions that exhibit simplex-extensibility

are provided in Section 2.4.4.

In Example 2.23, a system with f∗ = x1α1 + x2α2 − 1 is simplex-extensible by Theorem 2.26.

Another example is that an instance with f∗ = x1α
2
1 + x2α

2
2 − 1 is simplex-extensible, because

α2
1 and α2

2 are strictly positive except when α1 = 0 (or likewise for α2 = 0), but that is its own

cell. In Example 2.25, since f∗ doesn’t satisfy the property in Theorem 2.26, the system is not

simplex-extensible.

Thus, with a suitably chosen f∗, system (M) is simplex-extensible, which means we can stop

projecting once we have eliminated all x-type variables and begin the lifting phase from the simplex

CAD. Namely, we take sample points from the simplex CAD cells, plug them into the projection

factors, calculate roots, and then lift on the next x-type variable. This now gives us a set of sample

points over which we can evaluate the consistency of the system. We discuss the construction of the

solution formula next.

Solution formula construction

Recall that we can use Algorithm 2 to generate the solution formula for systems that are projection-

definable. Next, we show that our system of interest is projection-definable for a suitably chosen

f∗.

Lemma 2.27. Assume we have an instance of system (M) that is simplex-extensible, with f∗ =

g0 +
∑η
i=1 xigi, where each function {gi}ηi=0 is a polynomial of the α-type variables. Then, this

system is projection-definable.

Proof. First, we already have the solution formula for the simplex CAD, so we need only focus on

the solution formula when lifting to the x-type variables. The set of all projection factors, following

the proof of Theorem 2.26, is:{
gη, g0 +

η−1∑
1

xigi

}⋃{
gη, gη−1, g0 +

η−2∑
1

xigi

}⋃
· · ·

⋃
{gi}η0

= {gi}η0
⋃g0 +

η−i∑
j=1

xigi


η−1

i=1
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We can construct a solution formula from the projection factors as we discussed previously,

by conjuncting atoms in accordance with the signs of these projection factors. As {gi}η0 are sign-

invariant over each cell, due to simplex-extensibility, it is redundant to include them. Secondly,

atoms formed from the following set: g0 +
η−i∑
j=1

xigi


η−1

i=1

are linear in the respective xi, hence have at most one root over the cell that we are lifting from,

so that the sign of the projection factor uniquely determines a region. Therefore, this system is

projection-definable.

Given Lemma 2.27, we can specialize Algorithm 2 to system (M). We can also specialize Al-

gorithm 1 with knowledge of the specific projection factors associated with the simplex constraints

and the structure of f∗. Algorithm 3, combines the specialized versions of Algorithms 1 and 2,

outputting the solution formula for any instance of (M) with f∗ = g0 +
∑η
i=1 xigi.

Algorithm 3 Constructing the CAD solution formula of an instance of system (M) with f∗ =
g0 +

∑η
i=1 xigi

Require: A simplex-extensible instance of system (M) with f∗ = g0 +
∑η
i=1 xigi

Ensure: A CAD solution formula
1: for each simplex constraint in the instance of system (M) do
2: Construct the CAD according to Theorem 2.18, storing sample points
3: end for
4: cells ← conjunction of the simplex CADs according to Corollary 2.20
5: for xi in {xi}ηi=1 do
6: cells new ← cells
7: for each cell in cells do
8: sample ← sample point of cell
9: if gi = 0, evaluated at sample then

10: Add the cell xi ≥ 0 as a child of cell with a sample point, in cells new
11: else
12: ri ← −(g0 −

∑i−1
j=1 xjgj)/gi evaluated at sample

13: if ri ≤ 0 then
14: Add the cell xi ≥ 0 as a child of cell, with a sample point, to cells new
15: else
16: Add cells xi = 0, 0 < xi < ri, xi = ri, and xi > ri as children of cell, with their

sample points, in cells new
17: end if
18: end if
19: end for
20: cells ← cells new
21: end for
22: for each cell in cells do
23: Evaluate the system using its sample point
24: if the instance of system (M) does not hold then
25: Delete cell
26: end if
27: end for
28: return cells
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Line 12 of Algorithm 3 is the key step that leverages the structure of f∗ to construct the CAD

efficiently. At the level of a particular xi, there is only one projection factor, which has a unique

root (see proof of Theorem 2.26):

ri =
−g0 −

∑i−1
j=1 xjgj

gi
.

The result is that there will be no more than four new cells created at each level of the x-type

variables (line 16). This observation directly leads to a bound on the size of the CAD tree, and the

result that the tree is smaller than the size of a CAD of a general polynomial system with the same

number of variables and constraints.

Corollary 2.28. Assume we have an instance of system (M) that is simplex-extensible, with f∗ =

g0 +
∑η
i=1 xigi, where each function {gi}ηi=0 is a polynomial of the α-type variables. Then, the

number of cells in its CAD is O(3
∑ϕ
i=1 τi × 4η).

Proof. The number of cells of the simplex CAD is as per Corollary 2.22. After the simplex CAD,

each level has at most 4 cells, so 4η cells for the x-type variables over each cell of the simplex

CAD.

Corollary 2.29. Let the number of cells of an instance of system (M), under the assumptions of

Corollary 2.28, be NM , and the number of cells in the CAD of a general polynomial system with the

same number of variables and constraints be N . Then, NM = o(N).

Proof. The number of variables in our system is η+
∑ϕ

1 τi, the number of polynomials is ϕ+1 (the ϕ

simplices plus f∗). We let the maximum degree (over all variables, over all polynomials) be denoted

as d: note that in this corollary we assume that f∗ is linear in the x-type variables, but we make

no assumptions on the degree of the α-type variables, so we simply denote it as d. Based on the

complexity analysis in England et al. [2015], the dominant term of the bound of the number of cells

of a general CAD, N , substituting our values, is:

(2d)2
η+

∑ϕ
1 τi−1(ϕ+ 1)2

η+
∑ϕ

1 τi−122
η+

∑ϕ
1 τi−1−1

Whereas when solving with the methods we have developed, we have the bound on NM :

3
∑ϕ
i=1 τi × 4η < 4η+

∑ϕ
i=1 τi

For simplicity of notation, let ψ = η +
∑ϕ
i=1 τi. Then, we will prove that 4ψ = o(22

ψ−1−1).

Consider the following ratio:

4ψ

22ψ−1−1
=

22ψ

22ψ−1−1
= 22ψ−2ψ−1+1

As ψ → ∞, the exponent becomes large and negative, so that the term itself goes to 0. So,

4ψ = o(22
ψ−1−1). Hence, by properties of little-o, NM = o(N).

More concretely, while the size of a general CAD is doubly exponential in size, the size of this

CAD is only singly exponential. While this is a significant reduction theoretically, we may still

consider this complexity to be too high for practical purposes. However, any tree data structure

with a constant number of children for each node will have a total number of nodes that is singly
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exponential in the number of levels of the tree. Lastly, we show that even deciding feasibility of our

system (let alone enumerating the full tree), even in the simplex-extensible case, is NP-hard. The

proof is via reduction from 3-SAT.

Theorem 2.30. Consider the decision problem of deciding the feasibility of an instance of system

(M) that is simplex-extensible, with f∗ = g0+
∑η
i=1 xigi, where each function {gi}ηi=0 is a polynomial

of the α-type variables. This problem is NP-hard. Hence, deciding the feasibility of a general instance

of system (M) is NP-hard.

Proof. Suppose we have an instance of 3-SAT, i.e., Boolean satisfiability with three literals in each

clause, with m clauses. We refer the reader to Papadimitriou and Steiglitz [2013] for full details on

the definition of 3-SAT. We first exhibit a reduction to a simplex-extensible instance of system (M)

with f∗ = g0 +
∑η
i=1 gi.

For each Boolean variable zi the 3-SAT instance, introduce variables αi,1 (representing zi being

true) and αi,2 (representing zi being false), with the constraints that 0 ≤ αi,1, αi,2 ≤ 1 and αi,1 +

αi,2 = 1. Note that this means that in the context of system (M), we have ϕ equaling the number

of Boolean variables, and τ = 2 for each simplex. With these α variables, form the polynomial

f1 =
∑ϕ
i=1

∑2
j=1 αi,j(1 − αi,j). Observe that f1 = 0 if and only if all of the α-type variables are

either 0 or 1.

Next, take a clause Ci = (ℓi,1, ℓi,2, ℓi,3) in the 3-SAT instance. Define the term Ii,j which is

1− αk,1 if ℓi,j = zk or αk,1 if ℓi,j = ¬zk. So, for each clause Ci, form the product Ii,1Ii,2Ii,3, which

is clearly 0 if at least one of the constituent α variables is 0, i.e., if at least one of the respective z

variables is 1 – in other words, it is 0 if and only if the clause Ci is true. Then, we take the sum over

all clauses, forming the polynomial f2 =
∑m
i=1 Ii,1Ii,2Ii,3. Hence, f2 = 0 if and only if all clauses are

true.

Finally, form the following polynomial inequality:

f∗ := −


ϕ∑
i=1

2∑
j=1

αi,j︸ ︷︷ ︸
f1

+

m∑
i=1

Ii,1Ii,2Ii,3︸ ︷︷ ︸
f2

 ≥ 0

We now have an instance of system (M). We may observe that there are no x-type variables

here: we can vacuously add them to f∗ as, e.g., by adding x − x; this will have no effect on our

construction. All the α variables are continuous between 0 and 1, and lie on disjoint simplices.

This f∗ is indeed in the form g0 +
∑0
i=1 gixi. As there are no x terms, we can simply set g0 = f∗.

Furthermore, as both f1 and f2 are non-negative, then g0 is sign-invariant. Hence, this system is

simplex-extensible.

We now have to show that this reduction is valid. First, suppose we have a satisfying assignment

of the z variables to the 3-SAT instance. This implies that all of the α variables are either 0 or 1, by

construction, so f1 = 0, and due to all clauses being true we have f2 = 0. So, f∗ = −(0+0) = 0 ≥ 0.

So, the instance of system (M) is feasible.

Secondly, suppose we have a feasible solution to the instance of system (M). Since f1, f2 ≥ 0

always, we have that f∗ ≤ 0 always. So, with a feasible solution, we have f∗ ≤ 0 and f∗ ≥ 0, so
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f∗ = 0. This implies that both f1 = 0 and f2 = 0. If f1 = 0, all the α variables are either 0 or

1, meaning we can form valid Boolean variables z from them. Secondly, if f2 = 0, we also have a

satisfying assignment to the 3-SAT instance.

Hence, the constructed instance of (M) is feasible if and only if the original instance of 3-SAT is

satisfiable. The NP-hardness of simplex-extensible (M) with f∗ = g0+
∑η
i=1 gi and the NP-hardness

of general (M) follow.

Remark 2.31. Note that the construction of f2 above uses very common techniques that are used

to show complexity of polynomial systems. In an arbitrary polynomial system, we can fix the α

variables to be binary by introducing the constraint α(α − 1) = 0. However, we cannot introduce

additional constraints when forming system (M). We get around this by incorporating the constraints

implicitly into f∗, so that the α still end up being constrained to be binary.

Remark 2.32 (Unsigned x-type variables). Algorithm 3 applies to the case where the x-type variables

are free, with slight modifications to lines 10, 14, and 16. Theorem 2.26 and Lemma 2.27 also hold

because the sign of x does not affect the sign-invariance of the gi functions, since the latter are

functions of only the α-type variables.

The following example illustrates a CAD tree built using Algorithm 3.

Example 2.33. Let f∗ = α1x1 + α2x2 + α3x3 − 1, with f∗ ≥ 0, α1 + α2 + α3 = 1, 0 ≤ αi ≤ 1, and

xi ≥ 0 for i = 1, 2, 3. A partial CAD (only over the cell 0 < α1 < 1, for brevity) is given below.

0 < α1 < 1

α2 = 0

α3 = 1 − α1

0 ≤ x1 <
1
α1

x2 ≥ 0

x3 ≥ 1−α1x1
α3

x1 ≥ 1
α1

x2 ≥ 0

x3 ≥ 0

0 < α2 < 1 − α1

α3 = 1 − α2 − α1

0 ≤ x1 <
1
α1

0 ≤ x2 <
1−α1x1
α2

x3 ≥ 1−α1x1−α2x2
α3

x2 ≥ 1−α1x1
α2

x3 ≥ 0

x1 = 1
α1

x2 ≥ 1−α1x1
α2

x3 ≥ 0

x1 >
1
α1

x2 ≥ 0

x3 ≥ 0

α2 = 1 − α1

α3 = 0

0 ≤ x1 <
1
α1

x2 ≥ 1−α1x1
α2

x3 ≥ 0

x1 >
1
α1

x2 ≥ 0

x3 ≥ 0

Extensions: Increasing failure rate

The increasing failure rate (IFR) property is an important property of transition probability matrices

in many healthcare and engineering applications [Barlow and Proschan, 1996]. It captures the notion

that in worse health states, a patient (or machine) is more likely to degrade. More precisely, the

rows of the transition probability matrix are in increasing stochastic order. We consider a Markov

chain with ϕ states, so ϕ unit simplices, each with ϕ variables: {αi,j , i ∈ [ϕ], j ∈ [ϕ] |
∑ϕ
j=1 αi,j =

1, 0 ≤ αi,j ≤ 1, i ∈ [ϕ], j ∈ [ϕ]}.

Definition 2.34 (Increasing failure rate (IFR) [Alagoz et al., 2007]). Consider ϕ unit simplices as

above. This set of simplices is said to be IFR if, for each h ∈ [ϕ], we have that
∑ϕ
ℓ=h αi,ℓ, as a

function of i, is nondecreasing in i, where i ∈ [ϕ].

The IFR condition introduces a series of linear inequalities as constraints on the simplices. These

inequalities span across multiple simplices, so the constraints are not disjoint in the simplex vari-

ables anymore. Thus, we cannot use the prior argument to conjunct them to construct the CAD
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for the set of simplices. However, we can still efficiently construct a CAD for a set of simplices

with the IFR property. Our strategy will be to construct the full CAD in the usual variable or-

dering: α1,1, . . . , α1,ϕ, α2,1, . . . , α2,ϕ, . . . , αϕ,1, . . . αϕ,ϕ. By manipulating the inequalities in the IFR

definition, we can characterize each α variable in terms of the preceding variables in this ordering.

Theorem 2.35. Consider a set of ϕ unit simplices, each with ϕ states, {αi,j , i ∈ [ϕ], j ∈ [ϕ] |
∑ϕ
j=1 αi,j =

1, 0 ≤ αi,j ≤ 1, i ∈ [ϕ], j ∈ [ϕ]}. Also, fix the variable ordering α1,1, α1,2, α1,3, · · · , α1,ϕ, α2,1, · · · , α2,ϕ, · · ·αϕ,ϕ.
If this set of simplices is IFR, their CAD is:

• For each i, the cells for αi,j, for j < ϕ are the cells 0, (0,
∑j
ℓ=1 αi−1,ℓ−

∑j−1
ℓ=1 αi,ℓ),

∑j
ℓ=1 αi−1,ℓ−∑j−1

ℓ=1 αi,ℓ.

• The singular cell for αi,ϕ for each i is {1−
∑ϕ−1
ℓ=1 αi,ℓ}.

• If i = 1, then we replace
∑j
ℓ=1 αi−1,ℓ with 1.

• The tree propagates any equality constraints on preceding variables in the current cell.

Proof. First, from the definition of IFR, we can write that, for a given h ∈ [1, ϕ], we have:

ϕ∑
ℓ=h

α1,ℓ ≤
ϕ∑
ℓ=h

α2,ℓ ≤ · · · ≤
ϕ∑
ℓ=h

αϕ,ℓ

⇐⇒ 1−
h−1∑
ℓ=1

α1,ℓ ≤ 1−
h−1∑
ℓ=1

α2,ℓ ≤ · · · ≤ 1−
h−1∑
ℓ=1

αϕ,ℓ

⇐⇒
h−1∑
ℓ=1

α1,ℓ ≥
h−1∑
ℓ=1

α2,ℓ ≥ · · · ≥
h−1∑
ℓ=1

αϕ,ℓ

Note that when h = 1, the inequalities are just 1 ≤ · · · ≤ 1, which adds no information.

For the αi,j variables for i = 1, we have the usual characterization that α1,1 ∈ [0, 1], α1,2 ∈
[0, 1− α1,1], and so on, until α1,ϕ = 1− α1,ϕ−1 − α1,ϕ−2 − · · · − α1,1.

For αi,j , i > 1, from the inequalities in the IFR definition when h = j + 1, we get that:

j∑
ℓ=1

αi−1,ℓ ≥
j∑
ℓ=1

αi,ℓ

⇐⇒ αi,j ≤
j∑
ℓ=1

αi−1,ℓ −
j−1∑
ℓ=1

αi,ℓ

Recall that the usual bound αi,j ≤ 1−
∑j−1
ℓ=1 αi,ℓ. Since

∑j
ℓ=1 αi−1,ℓ ≤ 1, the above is a stricter

bound than we would have without the IFR constraint. Also, this provides an exact characterization

of αi,j in terms of the α-variables that precede it in our variable ordering.

Lastly, as implied by row-stochasticity, we must have αi,ϕ = 1−
∑ϕ−1
ℓ=1 αi,ℓ. The CAD decompo-

sition follows.

Remark 2.36. The intuition in the bounds on α variables implied by the CAD is that if we write

out the α variables in a matrix, a given αi,j is bounded from above by the sum of the α variables in
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the preceding row (row i − 1) up to the jth column, minus the sum of the α variables in the same

row (row i) up to the j − 1th column. So, αi,j is larger if the probabilities in the row above it and

to the left are larger, in order to fulfill IFR, and is smaller if the probabilities in the same row but

precede it are larger, in order to fulfill row-stochasticity.

Example 2.37. Suppose we have two simplices α1,1 + α1,2 = 1 and α2,1 + α2,2 = 1, and they are

IFR. Its CAD is:

α1,1 = 0

α1,2 = 1

α2,1 = 0

α2,2 = 1

0 < α1,1 < 1

α1,2 = 1 − α1,1

0 ≤ α2,1 ≤ α1,1

α2,2 = 1 − α2,1

α1,1 = 1

α1,2 = 0

0 ≤ α2,1 ≤ 1

α2,2 = 1 − α2,1

We have merged some cells for brevity. The important difference to note here is how the cells for

α2,1 depend on α1,1, in order to satisfy IFR.

Importantly, adding the IFR property does not affect simplex-extensibility of system (M).

Lemma 2.38. If an instance of (M) is simplex-extensible, then the same system with the additional

requirement of IFR remains simplex-extensible.

Proof. If an instance of (M) is simplex-extensible, then the same system with the additional require-

ment of IFR remains simplex-extensible.

Extensions: Other forms of f∗

Thus far, we have focused on f∗ that are linear in the x-type variables. We now generalize our

previous result by allowing for functions of the x-type variables, i.e., f∗ = g0 +
∑η
i=1 figi, where fi

is a polynomial of xi. The main challenge is in keeping track of the projection factors. However, we

can generalize it for some polynomials. If, for each i, the polynomial fi has no non-negative roots,

i.e., it is sign-invariant over xi > 0, then all the useful properties about simplex-extensibility and

projection-definability carry over.

Corollary 2.39. Let f∗ = g0 +
∑η
i=1 figi, where each function {fi}ηi=1 is a univariate polynomial

of xi, and {gi}ηi=0 is a (possibly multivariate) polynomial of the α-type variables. If, for each i,

fi has no non-negative roots, then f∗ is simplex-extensible if and only if each of {gi}ηi=0 are sign-

invariant over the simplex CAD. Furthermore, if (M) is simplex-extensible with such an f∗, it is

also projection-definable.

Proof. If a polynomial has no non-negative roots, it is sign-invariant over the non-negative reals.

So, for each i, substitute zi = fi if fi is positive or zi = −fi if fi is negative, and treat as a

system with zi, noting that zi ≥ 0. The simplex-extensibility follows from Theorem 2.26 and the

projection-definability follows from Lemma 2.27. Then, build the CAD and substitute fi for zi at

the end.

Some special cases captured by the preceding corollary are when fi is a monomial with arbitrary

exponent, when fi has all positive coefficients, or when fi has all negative coefficients, which is
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implied by Descartes’ rule of signs. There are other such fi as well, which can be easily identified

by root-counting algorithms like Sturm sequences [Basu et al., 2006].4

Since polynomials with higher order terms require significant computation to compute projection

factors, this corollary is valuable because it allows us to easily check simplex-extensibility for systems

where f∗ has higher order terms in the x-type variables.

Example 2.40. Let f∗ = α1(x
2
1 + x31) + α2x2 + α3x3, with α1 + α2 + α3 = 1. If we tried to check

for simplex-extensibility by fully computing the projection factors, we would get 13 projection factors

when eliminating x1, 85 when eliminating x2, and 751 when eliminating x3. However, with Lemma

2.39 we can easily see that f∗ is simplex-extensible.

The challenge with generalizing to general univariate polynomials (i.e., with non-negative roots)

of x-type variables is that, when projecting on a given x-type variable, we will generate multiple

projection factors in the other x-type variables, which makes keeping track of projection factors in

subsequent steps onerous. This is unlike the case in Theorem 2.26, where only a single projection

factor in the other x-type variables is generated, which keeps the subsequent projection factors

simple to compute. Indeed, the technical lemmas in Section 2.4.2 exploit this property. Also, in

general, projection-definability is not guaranteed either, due to the possibility of multiple roots.

The situation is even more difficult if attempting to generalize to multivariate polynomials of the

x-type variables. This form does not provide any special structure, as indeed any f∗ can be written

as f1g1 + f2g2 + · · · , where the f functions are multivariate polynomials of the x-type variables and

the g functions are multivariate polynomials in the α-type variables, simply by taking the individual

monomials of f∗.

Fortunately, Theorem 2 provides significant generality already, as it applies to all the relevant

sensitivity analyses that we introduced in this chapter. We now return to that context to demonstrate

how our results for system (M) apply to our motivating problem.

2.5 Application to Markov Reward Processes

As we discussed at the start of Section 2.4.4, system (M) is a general class that contains the poly-

nomial systems associated with our sensitivity analyses of interest. We formalize this result next.

Theorem 2.41. Let R∞ be defined as in (2.3) and γ ∈ R. Then the system R∞ ≥ γ with row-

stochastic constraints on P and π, and non-negativity constraints on r:

1. is an instance of system (M)

2. is simplex-extensible,

3. is projection-definable, and

4. has a solution formula that can be constructed via Algorithm 3.

Proof. Letting f∗ := π⊤ adj (I− λP)r − γ det (I− λP), R∞ ≥ γ is equivalent to f∗ ≥ 0, so the

system is an instance of (M). The function f∗ can be written in the form g0 +
∑η
i=1 xigi by setting

4Writing out the solution formula for such polynomials may introduce difficulties because of having to represent
the roots of high-degree univariate polynomials in the CAD tree. This is an issue that should be handled by the
computer algebra system so we do not discuss this further here.
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g0 = −γ det (I− λP), xi = ri, and gi as the ith entry of π⊤ adj (I− λP). Since det (I− λP) > 0

(Lemma 2.1) and γ is fixed, g0 is sign-invariant over the simplex CAD. Similarly, since adj(I−λP) is

component-wise non-negative (Lemma 2.1), each gi is non-negative and therefore sign-invariant over

the simplex CAD. Thus, the system is simplex-extensible by Theorem 2.26 and projection-definable

by Lemma 2.27, and Algorithm 3 can be used to construct its CAD solution formula.

Several remarks follow about the generalizability of this result.

Remark 2.42 (Finite-horizon reward). The same result holds for the finite-horizon reward with

inequality Rt ≥ γ. We set f∗ = Rt− γ, which is of the form f∗ = g0 +
∑η
i=1 xigi with {gi}

η
i=1 being

the entries in
∑t
m=0 π

⊤λmPm, per equation (2.1), which are clearly polynomials in π and P. Each

of these polynomials are formed by the addition of monomials in π and P, and so are non-negative.

As well, g0 = −γ, which is a constant so is sign-invariant. The results follow by invoking Theorem

2.26 and Lemma 2.27.

Remark 2.43 (Other cost-effectiveness quantities). By suitably defining f∗, Theorem 2.41 extends

to other sensitivity analyses of interest.

• For comparing the infinite-horizon rewards of two interventions, labeled a and b, the form

of the inequality in (2.7) implies that f∗ = π⊤
a adj(I − λPa)ra det(I − λPb) − π⊤

b adj(I −
λPb)rb det(I − λPa), and the {gi}ηi=1 are the entries in π⊤

a adj(I − λPa) det(I − λPb) and

−π⊤
b adj(I − λPb) det(I − λPa), which are sign-invariant by similar arguments in the proof

above.

• When bounding the NMB, by rearranging equation (2.8) we set f∗ = π⊤ adj(I − λP)(Wb −
c)− γ det(I− λP). Note that the x-type variables are now the elements of b and c.

• When bounding the ICER of two interventions a and b, we can similarly rearrange (2.9) to

obtain a suitable f∗, with the x-type variables being the costs and benefits of each intervention.

Lastly, we note that a benefit of taking the CAD perspective is that we can characterize the exact

shape of the boundary defined by any of the cost-effectiveness inequalities of interest as a function of

π P, and/or r. For example, we can fully characterize the geometry of two-way sensitivity analyses,

which we do below.

2.5.1 Geometry of Two-Way Sensitivity Analysis

The formulations of the total reward inequalities allow us to formalize some facts about the geometry

of a two-way sensitivity analysis in a general Markov reward process. Suppose we assert R∞ ≥ γ,

which can be reformulated as the inequality f∗ ≥ 0, where f∗ is a multilinear polynomial in the

Markov chain’s parameters. Since f∗ is multilinear, if we fix all but two of the parameters, what

remains is a polynomial that is either linear (i.e., no variables being multiplied together) or bilinear

(i.e., contains a term where both variables are being multiplied together). If it is linear, then the

solution to the inequality is a half-plane. If it is bilinear, then the boundary of the solution to the

inequality is a hyperbola, and the valid space is one of the sides of this hyperbola. Depending on

the shape of the hyperbola and which side the solution lies – which depends on the values of the

fixed parameters – the solution is either convex or concave.
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Table 2.1: Geometry of two-way sensitivity analysis of the infinite horizon reward of a Markov
reward process

Free parameters Form of f∗ Valid parameter space

Both from r Bivariate linear Half-plane
One from r, one from π or P Bilinear or bivariate linear One side of hyperbola or half-plane
Both from π or P
— On same simplex Univariate linear Line segment
— Same column of P Bivariate linear Half-plane
— Otherwise Bilinear or bivariate linear One side of hyperbola or half-plane

We can discuss these cases more specifically by analyzing which types of parameters are chosen

to vary. If both are rewards, then f∗ is a linear function, and so the valid parameter space is a half-

plane. If one variable is a reward, and another is an entry in π or P, then f∗ is (possibly) bilinear,

due to the two variables being multiplied together. Therefore, the boundary of the valid parameter

space is a rational function, and the valid parameter space lies below or above this space. Hence,

depending on the boundary and which side of the boundary is valid, we can get a convex region or a

concave region. Note that if there is only a single free entry in π or P, then it is uniquely identified

by the other entries due to the stochastic constraints, so this would reduce to a one-way sensitivity

analysis. Hence, for a two-sensitivity analysis to be meaningful, we want this free parameter to be

bound by an inequality, e.g., if we have π = [x, 1− x].
Lastly, we consider the case where both free parameters are elements of π or P. Firstly note that

if both free parameters lie on the same simplex, i.e., both are from π or both are from the same row

of P, then by simple substitution we can rewrite f∗ as a linear function in only one of the variables,

and solve for its range. Then, on the two-dimensional plane, the set of valid parameter values is

in fact only a line segment. On the other hand, if they do not lie on the same simplex, then f∗ is

bilinear or linear, and the above arguments about the geometry follow. For example, one case where

f∗ is definitely linear is when the two free parameters are elements of P that are in the same column.

Then, for the entry in the adjugate of I − λP corresponding to one of the variables, the other one

will be absent. A similar argument, based on the Laplace expansion definition of the determinant,

applies to det(I− λP) that the two variables will not be multiplied together. We summarize these

cases in Table 2.1.

The geometry of the finite horizon parameter space is almost the same, as the function f∗ is still

linear in the entries of r and linear in the entries of π. However, due to summing exponents of P,

the entries of P appear with exponents (i.e., with degrees higher than 1, unless the reward is only

computed for a single period). So, if an entry from P is chosen, we possibly obtain a polynomial

with degree greater than one – not necessarily a bilinear function as in the infinite horizon case. In

this case, it is difficult to solve exactly for one variable in terms of another, as to do so may require

an arduous expression with radicals. And indeed, it may be impossible if we sum the rewards of the

Markov process for 5 periods or more, due to the Abel-Ruffini Theorem [Ruffini, 1799, Abel, 1824].

However, the boundary is still always either convex or concave, and depending on the shape of the

curve and which side of the curve we are on, the valid parameter space may be non-convex.
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2.6 Software: markovag

We developed a Python package, markovag, available at https://github.com/mmaaz-git/markovag,

that allows practitioners to use CAD for sensitivity analyses. The package uses SymPy [Meurer et al.,

2017], which is a computer algebra system in Python, to perform symbolic algebraic manipulation.

There are two modules.

The first module, markovag.markov, can perform computations with symbolic Markov chains,

i.e., where some of the parameters are variables. It contains functions to parse symbolic matrices from

input files. One can then perform matrix computations on them. The module comes with functions

to symbolically calculate the finite or infinite horizon discounted rewards, as well as the usual health

economic metrics of interest like NMB and ICER. In other words, these functions generate the

polynomials in equations (2.3) – (2.9) and their finite horizon analogues. It also provides plotting

functions to visualize two- and three-way sensitivity analyses.

The second module, markovag.cad, constructs the CAD. It takes polynomials generated by the

first module, appends the necessary stochastic constraints, and builds the CAD tree in accordance

with Algorithm 3. This development is significant from the larger perspective of computer algebra

software, as SymPy currently does not have a CAD solver. In fact, there are only two available im-

plementations of CAD: Mathematica [Wolfram Research, 2020], which is proprietary, and QEPCAD

[Brown, 2003], which is open-source. However, both programs require specific syntax and do not

come with specialized methods for cost-effectiveness analysis. Since markovag is built on Python, it

is freely available and leverages syntax that is widely used.

We also note that the two state-of-the-art satisfiability modulo theories solvers, Z3 [De Moura

and Bjørner, 2008, Jovanović and De Moura, 2013] and CVC5 [Barbosa et al., 2022, Kremer et al.,

2022] both implement CAD. However, they are satisfiability solvers and so only provide a satisfying

point, or indicate that none exist. They do not implement the solution formula construction step.

In other words, they only implement Algorithm 1 but not Algorithm 2.

Although markovag only works for instances of system (M) specifically resulting from Markov

reward processes, our implementation has many of the fundamentals for constructing a general CAD,

including sample point computation and building the tree data structure. Building this out into a

full CAD solver is left to future work.

We now demonstrate a synthetic case study using markovag. Later, in Chapter 4, we will show

a more fulsome case study.

2.6.1 Synthetic Case Study

Consider a three-state Markov chain, where the states represent (1) “healthy”, (2) “sick”, and (3)

“dead”. We set the reward of “healthy” to r1, the reward of “sick” to r2 and the reward of “dead”

to 0. We consider death to be an absorbing state and we compute the infinite horizon expected

total reward per equation (2.10). The total reward is a function of the following five parameters:

p11, p12, p21, p22, r1, r2. Observe that they are not a function of p13 nor p23, i.e., the mortalities of

each state, which is implied by equation (2.10).

https://github.com/mmaaz-git/markovag
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Figure 2.1: Valid parameter space of a n = 3 state Markov chain with states (1) healthy, (2) sick,
(3) dead, as discussed in Section 2.6.1, with the parameters p12 = 0.4, p21 = 0.1, r1 = 1, r2 = 0.5.
We assert that R∞ ≥ 3. Green and red points correspond to the grid search, where green indicates
a valid point and red an invalid one. The green lines form the convex hull of the green points.

Two-way analysis

First, we conduct a two-way sensitivity analysis of the infinite horizon reward. We fix p12 = 0.4, p21 =

0.1, r1 = 1, r2 = 0.5, and let p11 and p22 vary. Given the fixed parameters, we have the implied

bounds p11 ∈ [0, 0.6] and p2,2 ∈ [0, 0.9]. We wish to find the values of p11 and p22 that guarantee

R∞ ≥ 3. Using markovag.markov, we symbolically compute the expected total reward, form the

inequality bounding it, and plot the resulting valid parameter space (Figure 2.1).

Notice that this parameter space is not convex. Without CAD, the traditional approach of using

a fixed parameter grid would require shrinking the grid size to get a good approximation of the

boundary. However, it would not be known a priori how small the grid needs to be to achieve a

desired error. Our exact approach circumvents this issue.

In Figure 2.1, we overlay a grid of lattice points, where green points satisfy the inequality

and red points do not. The naive approach of identifying neighboring grid points that satisfy

the inequality (i.e., cost-effective) may lead to an incorrect conclusion that all convex combinations

of those parameter values also satisfy the inequality.

Another result is that at p11 = 0.3, we can tell from the grid that p22 = 0.8 the inequality is

satisfied by at p22 = 0.7 it is not. So the traditional analysis only knows that the cost-effectiveness

boundary is crossed somewhere in the range [0.7, 0.8], whereas the CAD analysis clearly shows that

the boundary is very close to 0.7.

Multi-way analysis via CAD

To illustrate the power of the CAD approach, we consider an eight-way sensitivity analysis. We

allow all of p11, p12, p13, p21, p22, p23, r1, r2 to vary. The difficulty in searching and visualizing this

high-dimensional grid means that an eight-way analysis is most likely never done in practice. We

once again assert that R∞ ≥ 3. Using the markovag package we construct the CAD tree and restrict
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our attention to the full-dimensional cells (cells which are intervals) for the probabilities. We explore

the effect of the probabilities on the permissible rewards, as well as the interaction between the two

rewards r1 and r2. For example, we find that if

r1 ≥
3p11p22 − 3p11 − 3p12p21 − 3p22 + 3

1− p22

then r2 ≥ 0. This result is useful, for example, if the reward for being in the healthy state is

well-known and accepted but the reward for being in the sick state is highly uncertain and patient

dependent. A policymaker only needs to know that if a patient receives a sufficiently high reward for

being in the healthy state, then any reward value in the sick state would still lead to a cost-effective

result. Furthermore, if the reward in state 1 can be written as benefit minus cost, a lower bound on

r1 implies an upper bound on cost, such that if the policymaker can bring the cost of a hypothetical

therapeutic below the bound, then the intervention would be considered cost-effective even without

knowing the exact reward for being in state 2.

Another benefit of our approach is that it immediately elucidates the impact of adding or re-

moving restrictions on the parameter values. For example, the analysis up to now did not include

the IFR condition. Without this condition, the CAD analysis shows that, e.g., p11 = 0.2, p12 = 0.5,

p21 = 0.3, p22 = 0.5, r1 ≥ 1.5, r2 ≥ 0 results in R∞ ≥ 3, suggesting that this combination of param-

eters is associated with a cost-effective intervention. However, with the IFR condition imposed, the

CAD tree would no longer contain this set of parameter values due to the additional restrictions im-

posed on p21 and p22. Lowering p21 to satisfy IFR, e.g., p21 = 0.1, would result in r1 ≥ 2.15, r2 ≥ 0.

This result implies that a higher reward is needed in the healthy state to retain cost-effectiveness.

2.7 Conclusion

In this chapter, we studied the problem of performing sensitivity analysis on metrics that are derived

from Markov reward processes. We were motivated specifically by cost-effectiveness analyses in

healthcare. We showed that every such analysis has an equivalent semialgebraic representation.

Our framework can encompass other common extensions in the healthcare literature, like the IFR

assumption. We then showed that these systems have a special structure which allows us to construct

their CADs in a simpler way. We call this property simplex-extensible, and it is more general than

just the polynomials arising from our study of Markov reward processes. Lastly, we developed

software which allows practitioners to use our approach, and we demonstrated that it finds regions

of cost-effectiveness that are missed by the classical grid search method.



Chapter 3

Formal Verification of Markov

Processes with Learned Parameters

3.1 Introduction

In this chapter, we study systems where machine learning (ML) models are integrated into Markov

models. As ML becomes increasingly integrated into real-world systems, Markov models are evolving

to incorporate heterogeneous, data-driven parameters. For instance, ML models can estimate failure

rates from sensor data or patient-specific transition probabilities based on clinical features [Mertens

et al., 2022]. This gives rise to a new class of Markov processes where parameters are not fixed but

are instead learned functions.

Despite this growing trend, there is limited work on rigorously analyzing such systems. In

healthcare, most studies rely on Monte Carlo simulation [Krijkamp et al., 2018], which supports

subgroup analyses (e.g., patients over 60) but cannot provide formal guarantees – an important

limitation in high-stakes domains like medicine or safety-critical infrastructure.

In this chapter, we present a new framework for the formal verification of Markov processes with

ML-based parameters. Our key insight is that properties of such systems can be encoded as bilinear

programs, allowing us to obtain exact results with formal guarantees. While our primary motivation

is healthcare, the approach generalizes to any application where learned models feed into Markov

processes. This enables us to rigorously answer questions such as: Given a bound on the input, what

is the worst-case probability of reaching a failure state? Is the failure rate for machines with certain

properties guaranteed to remain below 0.01%? For a clinical subgroup, is the expected treatment

cost within a government threshold?

To summarize, our main contributions are:

1. We introduce a general framework for formally verifying properties of Markov processes whose

parameters are given by ML models.

2. We show that for a broad class of models, including linear models, tree ensembles, and ReLU-

based neural networks, verification problems can be expressed as (mixed-integer) bilinear pro-

grams.

38
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3. We develop a novel decomposition and bound propagation method that significantly accelerates

global solution times, outperforming existing solvers by orders of magnitude.

3.2 Related Work

Formal Verification of Markov Processes Probabilistic model checking verifies properties of

systems modeled by Markov chains [Hansson and Jonsson, 1994, Baier and Katoen, 2008], using

tools like PRISM and others [Kwiatkowska et al., 2002, Katoen et al., 2005, Hermanns et al., 2000,

Sen et al., 2005, Younes, 2005, Lassaigne and Peyronnet, 2002]. More recent techniques allow

parameters to be intervals [Sen et al., 2006, Delahaye et al., 2015, Petrucci and van De Pol, 2018],

rational functions [Chen et al., 2013, Junges, 2020, Junges et al., 2024], or distributions [Badings

et al., 2023]. We extend this further by allowing parameters defined by ML models, and release our

own tool, markovml.

Formal Verification of ML Models Formal verification of ML models aims to prove properties

such as robustness or output bounds; a well-known benchmark is ACAS Xu [Owen et al., 2019].

ReLU neural networks can be encoded as satisfiability modulo theories (SMT) or mixed-integer

linear programming (MILP) problems, enabling verification via tools like Reluplex [Katz et al.,

2017], a modified simplex method that spurred substantial follow-up work [Tjeng et al., 2017, Cheng

et al., 2017, Anderson et al., 2020, Tjandraatmadja et al., 2020, Kronqvist et al., 2021, Anh-Nguyen

and Huchette, 2022]. State-of-the-art methods such as α, β-CROWN combine bound propagation,

branch-and-bound, and GPU acceleration [Wang et al., 2021, Zhang et al., 2022b,a, Kotha et al.,

2023]. We leverage these formulations to embed MLmodels directly into our optimization framework.

Formal verification of ML is also related to the field of adversarial ML, which attempts to find

adversarial examples, or to protect against them; see, e.g., Carlini and Wagner [2017].

Bilinear Programming Bilinear programs are NP-hard non-convex quadratic problems in which

the objective or constraints contain bilinear terms [Horst and Pardalos, 2013]. Global optima can

be computed via branch-and-bound [Horst and Pardalos, 2013], aided by convex relaxations like

McCormick’s envelope [McCormick, 1976], and are supported by modern solvers such as Gurobi

[Gurobi Optimization, LLC, 2024]. There are a number of results on relaxations and formulations

for bilinear programs: e.g., if the variables live in two separate polyhedra, the optimum is a vertex

from each polyhedra, so the problem can be rewritten as a MILP [Horst and Pardalos, 2013], or, if

the bilinear program has a bilinear structure, then there is a second-order cone relaxation. However,

our problem does not satisfy these, necessitating a new approach. Moreover, we find that Gurobi’s

default approach performs poorly on our class of problems. In contrast, our method accelerates

solution time by orders of magnitude while still leveraging Gurobi’s global optimality guarantees.

Related Software There exist several tools for probabilistic model checking, which verifies prop-

erties of systems modeled by Markov chains [Hansson and Jonsson, 1994, Baier and Katoen, 2008],

e.g., PRISM and others [Kwiatkowska et al., 2002, Katoen et al., 2005, Hermanns et al., 2000, Sen

et al., 2005, Younes, 2005, Lassaigne and Peyronnet, 2002]. Concurrently, there also exist several

tools for verifying machine learning models, which take a pretrained model and obtain guaranteed
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bounds on outputs, e.g., α, β-CROWN [Wang et al., 2021, Zhang et al., 2022b,a, Kotha et al., 2023],

VeriNet [Henriksen and Lomuscio, 2020, 2021], and Marabou [Katz et al., 2019, Wu et al., 2020].

In the healthcare domain, simulation software like TreeAge [TreeAge Software, 2021] allow for het-

erogeneous parameters of the Markov chain drawn from distributions, but currently only supports

Monte Carlo simulation. Our software is thus the first tool that allows the formal verification of

integrated Markov models and ML models, and, by formulating the problem as an optimization

problem and solving it to global optimality, it provides robust guarantees that simulation cannot.

3.3 Problem Formulation

We have, as in Section 1.5, a Markov chain with n states, with a row-stochastic transition matrix

P ∈ Rn×n, and a stochastic initial distribution vector π ∈ Rn. We may also have a reward vector

r ∈ Rn and form a Markov reward process.

In this chapter, we will study how to verify three commonly computed properties, defined in

Chapter 1.5: reachability, expected hitting time, and total infinite-horizon discounted reward. These

three quantities enable rich analysis of Markov processes and the systems they model. Reachability

can be used to verify the probability of failure in a system. Expected hitting time can be used to

compute the expected time to failure, or life expectancy of a person. Total reward can be used to

compute the resource consumption of a system or total cost of a drug.

We wish to verify these properties, namely finding their maximum or minimum. If the Markov

process’ parameters are fixed, as is common in model checking, these quantities can be computed

exactly by solving a linear system. However, in our case, the parameters are given by ML models,

and so we will formulate an optimization problem to derive bounds on these quantities. As the

three quantities have similar formulations (see their formulas in Chapter 1.5), we will proceed in the

rest of the paper by studying the total reward. It will be easy to modify results for the other two

quantities.

3.3.1 Embedding ML Models

We now consider π,P, r as functions of a feature vector x ∈ Rm, where m is the number of features.

We encode the relationship from x to π,P, r via a set of functions, f1, f2, . . . , fkf , where kf is the

number of functions. Each function fi : Rm → Rℓi for i = 1, 2, . . . , kf takes a feature vector and

outputs a vector θi (e.g., a classifier may output class probabilities for three classes). We concatenate

these vectors to form the output vector θ ∈ Rℓ, where ℓ =
∑kf
i=1 ℓi.

Our key assumption on the functions will be that they are mixed-integer linear representable

(MILP-representable), meaning that the relationship between the inputs and outputs can be ex-

pressed using linear constraints and binary variables. This is a broad class of functions that includes,

e.g., piecewise linear functions (including simple “if-then” rules), linear and logistic regression, tree-

based models, and neural networks with ReLU activations.

It is important to note that in the case of logistic regression and neural network classifiers, there

is a non-linearity introduced by the softmax or logistic function. Typically in the formal verification

literature, it suffices to check the logits, not the actual probabilities. However, in our problem,

we need the probabilities as they are inputs into our Markov process. Practically, we handle this

issue in this work and in our software using Gurobi’s built-in spatial branch-and-bound techniques
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for nonlinear functions – essentially dynamic piecewise linear approximations. Note also that this

framework also includes more exotic types of models like generalized additive models where the

underlying functions are MILP-representable, e.g., sums of trees, as in explainable boosting machines

[Lou et al., 2013].

Next, the output vector θ is linked to π,P and r through affine equalities: π = Aπθ + bπ,

vec(P) = APθ + bP, and r = Arθ + br, for fixed Aπ ∈ Rn×ℓ,AP ∈ Rn2×ℓ,Ar ∈ Rn×ℓ and

bπ ∈ Rn,bP ∈ Rn2

,br ∈ Rn. Note the sizes of the matrices mean that every element of π,P, r

must be bound with an affine equality to θ. In other words, if we fix θ, we can compute π,P, r

exactly. The vec operator vectorizes a matrix, i.e., by concatenating rows into one column vector,

so that vec(P) ∈ Rn2

.

The affine equalities allow for common formulations like one of the parameters equaling an

element of θ, e.g., π1 = θ1. Another common situation is that we have a function that outputs the

probability of transitioning to a specific state (say, a death state in a healthcare model), and the

remaining probability mass is, e.g., distributed uniformly over the remaining states: πn = θ1 and

πi = (1−
∑
j ̸=i θj)/(n− 1) for i ̸= n. Of course, the affine equalities also allow for parameters to be

fixed as constants.

Next, we may have linear inequalities on the parameters: Cππ ≤ dπ, CP vec(P) ≤ dP, and

Crr ≤ dr, for fixed Cπ ∈ Rkπ×n,CP ∈ RkP×n2

,Cr ∈ Rkr×n and dπ ∈ Rkπ ,dP ∈ RkP ,dr ∈ Rkr ,
where kπ, kP, kr are the number of linear inequalities on π, P, and r, respectively.

Linear inequalities are an appropriately general assumption as they arise naturally from fixing

a monotonic ordering on the rewards or the probabilities. In reliability engineering and healthcare,

a common assumption is that of increasing failure rate, which implies a certain stochastic ordering

on the transition probabilities [Barlow and Proschan, 1996, Alagoz et al., 2007]. Effectively, this

introduces a series of linear inequalities on the transition probabilities. See Figure 3.1 for a diagram

of the full pipeline.

Lastly, we assume that the feature vector x lies in a set X ⊆ Rm. We assume that the set X
is mixed-integer-linear representable (MILP-representable), i.e., it can be written as a finite union

of polyhedra [Jeroslow and Lowe, 1984]. This is satisfied by a wide range of sets, including box

constraints, polytopes, and discrete sets. In practice, this may look like, e.g., that we restrict x to

represent the set of patients that are either under 18 or over 65, as this is a union of two intervals.

With these assumptions, we can now formulate the following optimization problem for the total
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Figure 3.1: Example of our pipeline. A feature vector x is passed through different functions, here
a linear regression and a neural network, to obtain the output vector θ, which then determines the
parameters of the Markov process through affine equalities.

infinite-horizon discounted reward:

min/maxπ,P,r,v,x,θ π
⊤v s.t.

v = λPv + r,

θ =
[
θ1,θ2, · · · ,θkf

]⊤
,

θi = fi(x) ∀i ∈ [kf ],

π = Aπθ + bπ,

vec(P) = APθ + bP,

r = Arθ + br,

Cππ ≤ dπ,

CP vec(P) ≤ dP,

Crr ≤ dr,

n∑
j=1

Pij = 1 ∀i ∈ [n],

n∑
i=1

πi = 1,

0 ≤ Pij ≤ 1 ∀i, j ∈ [n]× [n],

0 ≤ πi ≤ 1 ∀i ∈ [n],

x ∈ X .

Above, v is a new vector we have introduced, which in Markov process theory would be referred

to as the value function, and often arises in reinforcement learning, which equals v = (I− λP)−1r.

We can easily convert this into a feasibility problem, to find a feasible x, by replacing the objective

function with an inequality, Wmin ≤ π⊤v ≤Wmax. With slight modifications, we can also formulate

reachability and hitting time: the full formulations are in Section 3.5.
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3.4 Solving the Optimization Problem

Under the assumptions that the functions f1, f2, . . . , fkf are MILP-representable and X is MILP-

representable, the optimization problem above is a mixed-integer bilinear program, as we have a

bilinear objective and a bilinear constraint. We will leverage the observation that strong bounds on

variables are crucial for solving bilinear programs, and will derive such bounds by decomposing our

problem and using various results from Markov theory.

Our strategy is as follows: obtain bounds on the elements of θ by solving a series of smaller

MILPs, propagate these bounds to the parameters via the affine equalities, obtain bounds on v

using linear algebra arguments, and then tighten the v bounds using interval matrix analysis.

Bounds on θ For each θi, we minimize and maximize it by solving two smaller MILPs, over the set

X . Namely, for each i ∈ [kf ], for each j ∈ [ℓi], solve for min/maxx∈X θi,j s.t. θi = [θi,1, . . . , θi,ℓi ] =

fi(x), which are MILPs as X and f1, . . . fkf are MILP-representable.

Bounds on π,P, r We now propagate the bounds on θ to the parameters π,P, r via the affine

equalities.

Lemma 3.1. Let θ ∈ Rℓ be a vector where each component satisfies the bounds θmin
i ≤ θi ≤

θmax
i for all i = 1, 2, . . . , ℓ. Consider an affine transformation defined by y = Aθ + b, where

y ∈ Rk, A ∈ Rk×ℓ, and b ∈ Rk. Then, each component yi of y satisfies bi +
∑ℓ
j=1Aij ·(

θmin
j 1Aij≥0 + θmax

j 1Aij<0

)
≤ yi ≤ bi +

∑ℓ
j=1Aij ·

(
θmax
j 1Aij≥0 + θmin

j 1Aij<0

)
.

Proof. For a given component yi, we can write the transformation as:

yi =

ℓ∑
j=1

Aijθj + bi

for all i = 1, 2, . . . , k.

Each term in the summation depends linearly on θj . If Aij ≥ 0, then Aijθj is maximized at θmax
j

and minimized at θmin
j . Vice versa, if Aij < 0, then Aijθj is maximized at θmin

j and minimized at

θmax
j .

Applying this to all terms in the summation, we get the required bounds.

Bounds on v Next, we derive bounds on v using well-established facts from Markov theory. First,

as v = (I− λP)−1r, we analyze bounds on (I− λP)−1.

Lemma 3.2. Let P be row-stochastic and λ ∈ (0, 1). Then, each element in (I − λP)−1 is in the

interval [0, 1/(1− λ)] and the row sums are all equal to 1/(1− λ).

Proof. Note that the matrix (I − λP) is a (non-singular) M-matrix. By Theorem 2.3 in Chapter 6

of [Berman and Plemmons, 1994], each element of the matrix is non-negative, so is ≥ 0.

Next, consider the row sum of (I − λP)−1 for a row i:
∑
j(I − λP)−1

ij , and then expand into

the Neumann series:
∑
j

∑∞
k=0 λ

k(Pk)ij . We can exchange the order of summation as all terms

are non-negative, and then we have our sum is
∑∞
k=0 λ

k
∑
j(P

k)ij . Every positive integer exponent

of a row-stochastic matrix is also row-stochastic, so
∑
j(P

k)ij = 1, for all k ∈ N. Therefore, this
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simplifies to the geometric series
∑∞
k=0 λ

k, which equals 1
1−λ . As each row sum is 1

1−λ , and each

element is non-negative, each element must also be at most 1
1−λ .

Now we can propagate the above bounds to v.

Lemma 3.3. Let rmin
i ≤ ri ≤ rmax

i . Then, each element in the vector v satisfies γminj r
min
j ≤ vi ≤

γmaxj r
max
j , where γ = 1

1−λ .

Proof. Recall that v = (I − λP)−1r, so vi =
∑n
j=1(I − λP)−1

ij rj . Thus, we can see vi is a positive

linear combination of the elements of r, where the nonnegative weights are from (I − λP)−1 and

sum to 1/(1 − λ). To maximize this combination, we assign all the weight to the maximum upper

bound of r, and to minimize it, we assign all the weight to the minimum lower bound of r. Hence,

we have the required bounds.

Lemma 3.3 provides valid bounds on v. However, these bounds are not tight, as Lemma 3.2

applies to any row-stochastic matrix, and does not take into account the specific element-wise

bounds on P that we derived from Lemma 3.1. In order to derive tighter bounds on v, we need to

incorporate the specific element-wise bounds on P. This is difficult because of the matrix inverse.

In the following section, we show how to solve this problem with interval matrix analysis and hence

derive tighter bounds on v.

3.4.1 Tightening Bounds on v

Interval matrix analysis studies a generalization of matrices (or vectors), where each element is an

interval instead of a real number (see [Neumaier, 1984] for an overview). Equivalently, it can be

viewed as studying the set of all matrices that lie within given intervals. There are easy generaliza-

tions of arithmetic of real numbers to intervals, which can be used to generalize matrix arithmetic to

interval matrices. However, inverting an interval matrix is difficult due to the inherent nonlinearity

of the inverse operation. Consider the equivalent problem of solving a linear system with interval

matrices. The solution set is not rectangular, so cannot be described as an interval matrix. Hence,

we wish to find the interval matrix of smallest radius that contains the solution set, known as the

hull [Neumaier, 1984].

Due to the interval extensions of the basic arithmetic operations, it is possible to generalize the

Gauss-Seidel method, a common iterative procedures for solving linear systems, to interval matrices.

Beginning with an initial enclosure of the solution set, it iteratively refines the intervals and returns a

smaller enclosure of the solution set. We provide a full description of the Gauss-Seidel method below.

The interval Gauss-Seidel method is optimal in the sense that it provides the smallest enclosure of

the solution set out of a broad class of algorithms [Neumaier, 1984].

Gauss-Seidel method for interval matrices

Our exposition here follows section 5.7 of Horáček [2019]. Suppose we have a linear system Ay = b,

where A is an interval matrix and b is an interval vector. The set of y that satisfies this system

is referred to as the solution set. It is in general complicated, so we hope to find a rectangular

enclosure of the solution set. The smallest such enclosure is referred to as the hull of the solution

set.
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Suppose we have an initial enclosure of the solution set, y(0). In general this takes some effort

to obtain, but we obtained this for our specific problems. Then, the interval Gauss-Seidel method

proceeds as follows:

1. For each variable xi, compute a new enclosure of the solution set as:

z
(k+1)
i =

1

Aii

bi −∑
j<i

Aijy
(k+1)
j −

∑
j>i

Aijy
(k)
j


2. Update the enclosure of the solution set: y(k+1) = y(k) ∩ z(k+1).

3. Repeat steps 1 and 2 until stopping criterion is met (either a maximum number of iterations

or the difference in subsequent enclosures is less than some tolerance).

All operations above are interval arithmetic operations. For real intervals, we have: [a, b]+[c, d] =

[a+c, b+d], [a, b]− [c, d] = [a−d, b−c], [a, b] · [c, d] = [min(ac, ad, bc, bd),max(ac, ad, bc, bd)]. Division

is defined as multiplication by the reciprocal, i.e.,

[a, b]/[c, d] = [a, b] · [1/d, 1/c] = [min(a/c, a/d, b/c, b/d),max(a/c, a/d, b/c, b/d)],

if 0 /∈ [c, d].

Note that the zero division issue is not a concern for us, as the diagonal elements of I − λP,

in the total reward setting, have lower bounds always strictly positive, due to the discount factor

λ ∈ (0, 1). In the reachability and hitting time settings, the diagonal elements of I −Q have lower

bounds always strictly positive, due to the strict substochastic property of Q. In practice, we use a

small numerical offset to handle this.

Applying Gauss-Seidel

Hence, we can apply the Gauss-Seidel method to tighten the bounds on v, as (I − λP)v = r is a

linear system. We use the bounds on P and r from Lemma 3.1 to form the interval matrices, and

for our initial guess, we can use the bounds derived from Lemma 3.3.

Still, Gauss-Seidel is not guaranteed to obtain the hull itself. A well-known sufficient condition

for Gauss-Seidel to obtain the hull is that the matrix in the linear system is an interval M-matrix,

a generalization of the notion of an M-matrix [Berman and Plemmons, 1994] to interval matrices.

Suppose a matrix M is element-wise bounded by Mmax and Mmin. It is an interval M-matrix if

and only if Mmin is a (non-singular) real M-matrix in the usual sense and Mmax has no positive

off-diagonal elements [Neumaier, 1984]. Hence we can prove a necessary and sufficient condition for

I− λP to be an interval M-matrix.

Theorem 3.4. Let P be a row-stochastic matrix bounded element-wise by Pmin ≤ P ≤ Pmax.

Then, I− λP is an interval M-matrix if and only if ρ(Pmax) ≤ 1
λ , where ρ is the spectral radius.

Proof. Let M = I− λP. Clearly, M is bounded element-wise by Mmax = I− λPmin and Mmin =

I− λPmax. The upper bound Mmax has no positive off-diagonal elements, as all of the elements of

Pmax are between 0 and 1. So, the only thing we need to check is that Mmin is an M-matrix.
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From the definition of an M-matrix [Berman and Plemmons, 1994], Mmin is an M-matrix if and

only if 1 ≥ ρ(λPmax) = λρ(Pmax). This completes the proof.

Notably, we only need check the spectral radius of the matrix formed by the upper bounds on

P. There are various conditions that can be used to obtain the necessary bound on the spectral

radius. Since λ < 1, we have 1/λ > 1, so if we can show that the spectral radius of the upper bound

matrix is less than 1, then this automatically implies the condition in Theorem 3.4, and hence that

the Gauss-Seidel method will obtain the hull, i.e., the tightest possible rectangular bounds on v.

This may occur if, for example, the row sums of the upper bounds are ≤ 1.

Example 3.5. Let λ = 0.97, and suppose we have the following bounds on P and r:

P :

[
[0.5, 0.6] [0.2, 0.5]

[0.1, 0.4] [0.5, 0.6]

]
, r :

[
[0, 100]

[0, 100]

]

The bounds on v are:

Initial (Lemma 3.3) After Gauss-Seidel[
[0, 6666.67]

[0, 6666.67]

] [
[39.36, 6666.67]

[104.50, 6666.67]

]

Note that the spectral radius of the upper bound matrix of P is 1.05, which is greater than 1/λ =

1/0.97 ≈ 1.03. So, Gauss-Seidel will not necessarily obtain the hull, as it is not an interval M-matrix,

by Theorem 3.4.

If we slightly tighten the upper bounds on P by changing the upper bound on P2,1 to 0.3, then the

bounds on v are:

Initial (Lemma 3.3) After Gauss-Seidel[
[0, 6666.67]

[0, 6666.67]

] [
[39.37, 4694.80]

[104.50, 3746.86]

]

Indeed, now the spectral radius of the upper bound matrix of P is 0.99, which is less than 1/λ = 1.03,

so by Theorem 3.4, Gauss-Seidel returns the hull. Note the tighter bounds than the prior case.

3.4.2 Solving the Final Optimization Problem

At last, we can assert the bounds found above for π,P, r,v as constraints and solve the full bilinear

program with any out-of-the-box solver. We summarize our procedure in Algorithm 4.

Algorithm 4 Decomposition and bound propagation scheme to optimize the total reward

Input: Instance of the infinite-horizon total reward optimization problem
for i = 1 to kf , j = 1 to ℓi do

Minimize and maximize θi,j over X
end for
Propagate the bounds on θ to π,P, r using Lemma 3.1
Obtain initial bounds on v using Lemma 3.3
Tighten the bounds on v using Gauss-Seidel
Optimize π⊤v with an out-of-the-box solver, with obtained bounds on π,P, r,v as constraints
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Our algorithm works with any standard bilinear or MILP solver, avoiding the need for specialized

branch-and-bound schemes or custom callbacks that require expert implementation. The bound

propagation and Gauss-Seidel are also straightforward to implement. Crucially, our method solves

the problem to global optimality if the underlying bilinear solver can, and so we do not discuss

optimality guarantees further, as, e.g., Gurobi can solve bilinear problems to global optimality.

3.5 Extensions

3.5.1 Reachability, Hitting time, and Feasibility

Our results easily extend to reachability and hitting time, after handling technical details arising

from the invertibility of I−Q. We provide these formulations below and then discuss how to adapt

our solution algorithm to them.

Feasibility of the total infinite-horizon reward

The total infinite-horizon reward feasibility problem can be written as:

∃x s.t.

Wmin ≤ π⊤v ≤Wmax

v = λPv + r,

θ =
[
θ1,θ2, · · · ,θkf

]⊤
,

θi = fi(x) ∀i ∈ [kf ],

π = Aπθ + bπ,

vec(P) = APθ + bP,

r = Arθ + br,

Cππ ≤ dπ,

CP vec(P) ≤ dP,

Crr ≤ dr,

n∑
j=1

Pij = 1 ∀i ∈ [n],

n∑
i=1

πi = 1,

0 ≤ Pij ≤ 1 ∀i, j ∈ [n]× [n],

0 ≤ πi ≤ 1 ∀i ∈ [n],

x ∈ X .

where Wmin and Wmax are bounds on the total reward, which may be ±∞.
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Reachability

To reformulate the total reward formulation for reachability to a target state S ⊆ [n] from a set of

transient states T ⊆ [n], T ∩ S = ∅, observe that we can simply make the following substitutions:

π gets replaced with π̃, which is the initial probability over T , P gets replaced with Q, which is P

restricted to T , and r gets replaced with R1, where R is the transition matrix from T to S. Lastly,

there is no more discount rate λ. We also require Q to be strictly substochastic so that it remains

invertible (i.e., the row sums are strictly less than 1), and R and π̃ are now substochastic (i.e., the

row sums are less than or equal to 1). The optimization problem is then:

min/maxπ̃,Q,R,v,x,θ π̃
⊤v s.t.

v = Qv +R1,

θ =
[
θ1,θ2, · · · ,θkf

]⊤
,

θi = fi(x) ∀i ∈ [kf ],

π = Aπθ + bπ,

vec(Q) = AQθ + bQ,

vec(R) = ARθ + bR,

Cπ̃π̃ ≤ dπ̃,

CQR[vec(Q) vec(R)] ≤ dQR,

|T |∑
j=1

Qij < 1 ∀i ∈ [|T |],

|S|∑
j=1

Rij ≤ 1 ∀i ∈ [|T |],

|T |∑
i=1

(π̃)i ≤ 1,

0 ≤ Qij < 1 ∀i, j ∈ [|T |]× [|T |],

0 ≤ Rij ≤ 1 ∀i, j ∈ [|T |]× [|S|],

0 ≤ (π̃)i ≤ 1 ∀i ∈ [|T |],

x ∈ X .

With a slight abuse of notation, we still maintain the vector v, but is instead now defined as

v = (I−Q)−1R1. As well, note that the stochastic constraints have been replaced with substochastic

constraints (strict substochastic for Q).

The feasibility problem is:
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∃x s.t.

Wmin ≤ π̃⊤v ≤Wmax

v = Qv +R1,

θ =
[
θ1,θ2, · · · ,θkf

]⊤
,

θi = fi(x) ∀i ∈ [kf ],

π̃ = Aπ̃θ + bπ̃,

vec(Q) = AQθ + bQ,

vec(R) = ARθ + bR,

Cπ̃π̃ ≤ dπ̃,

CQR[vec(Q) vec(R)] ≤ dQR,

|T |∑
j=1

Qij < 1 ∀i ∈ [|T |],

|S|∑
j=1

Rij ≤ 1 ∀i ∈ [|T |],

|T |∑
i=1

π̃i ≤ 1,

0 ≤ Qij < 1 ∀i, j ∈ [|T |]× [|T |],

0 ≤ Rij ≤ 1 ∀i, j ∈ [|T |]× [|S|],

0 ≤ π̃i ≤ 1 ∀i ∈ [|T |],

x ∈ X .

Hitting time

The hitting time to a target set S ⊆ [n] from a set of transient states T ⊆ [n], T∩S = ∅ formulation is

extremely similar to the reachability formulation, except that we replace R1 with 1. Hence, R is no

longer a decision variable. Also, now, v is defined as v = (I−Q)−11. Note again the substochastic

constraint on π̃ and the strict substochastic constraint on Q. The optimization problem is:
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min/maxπ̃,Q,v,x,θ π̃
⊤v s.t.

v = Qv + 1,

θ =
[
θ1,θ2, · · · ,θkf

]⊤
,

θi = fi(x) ∀i ∈ [kf ],

π̃ = Aπ̃θ + bπ̃,

vec(Q) = AQθ + bQ,

Cπ̃π̃ ≤ dπ̃,

CQ vec(Q) ≤ dQ,

|T |∑
j=1

Qij < 1 ∀i ∈ [|T |],

|T |∑
i=1

π̃i ≤ 1,

0 ≤ Qij < 1 ∀i, j ∈ [|T |]× [|T |],

0 ≤ π̃i ≤ 1 ∀i ∈ [|T |],

x ∈ X .

The feasibility problem is:
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∃x s.t.

Wmin ≤ π̃⊤v ≤Wmax

v = Qv + 1,

θ =
[
θ1,θ2, · · · ,θkf

]⊤
,

θi = fi(x) ∀i ∈ [kf ],

π̃ = Aπ̃θ + bπ̃,

vec(Q) = AQθ + bQ,

Cπ̃π̃ ≤ dπ̃,

CQ vec(Q) ≤ dQ,

|T |∑
j=1

Qij < 1 ∀i ∈ [|T |],

|T |∑
i=1

(πT )i ≤ 1,

0 ≤ Qij < 1 ∀i, j ∈ [|T |]× [|T |],

0 ≤ π̃i ≤ 1 ∀i ∈ [|T |],

x ∈ X .

Solving

For reachability and hitting time, the key difference that affects our theoretical results and algo-

rithms is that the matrix Q, which is a submatrix of P restricted to the transient states, is strictly

substochastic, and we don’t have a discount factor λ anymore. This introduces some technical diffi-

culties in guaranteeing invertibility of I−Q. However, all our theoretical results all follow through

with minor modifications.

Lemma 3.6. For a strictly row-substochastic matrix Q with all elements in [0, 1]:

1. The spectral radius of Q is strictly less than 1.

2. The matrix (I−Q) is a (non-singular) M-matrix.

3. The matrix (I−Q)−1 has all non-negative elements.

4. The row sums of (I −Q)−1 are at most 1/(1 − α), where α = maxi
∑
j Qij is the maximum

row sum of Q.

5. Each element of (I−Q)−1 is in the interval [0, 1/(1− α)].

Proof. The row sum of Q is strictly less than 1, so, by a well-known result in linear algebra, the

spectral radius of Q is strictly less than 1. It follows that I − Q is a (non-singular) M-matrix by

the definition of an M-matrix [Berman and Plemmons, 1994], and hence that the inverse has all

non-negative elements by Theorem 2.3 in Chapter 6 of Berman and Plemmons [1994].
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Note that the maximum row sum α is strictly less than 1, so the formula is well-defined. We

use this result to obtain the appropriate initial bounds on v for the reachability and hitting time

formulations.

Corollary 3.7. Given a Markov reachability problem with element-wise bounds on Q and R, as

defined in Section 3.5, the initial bounds on v = (I−Q)−1R1 are:

0 ≤ vi ≤
1

1− α
max
j

∑
k

Rmax
jk

where α = maxi
∑
j Q

max
ij is the maximum row sum of Q.

Proof. First, note that the vector R1 has elements which are the row sums of R. So, for each i,∑
j R

min
ij ≤ (R1)i ≤

∑
j R

max
ij . Next, noting that the row sums of (I−Q)−1 are at most 1/(1− α),

we have, by a similar argument as in the proof of Lemma 3.3, that the upper bound on vi is:

vi ≤
1

1− α
max
j

∑
k

Rmax
jk

For the lower bound, unlike the argument in Lemma 3.3, we don’t know what the row sums of

(I−Q)−1 actually are, so we use the smallest possible row sum, which is 0. So, we have:

vi ≥ 0

Corollary 3.8. Given a Markov hitting time problem with element-wise bounds on Q, as defined in

Section 3.5, the initial bounds on v = (I−Q)−11 are:

0 ≤ vi ≤
1

1− α

where α = maxi
∑
j Q

max
ij is the maximum row sum of Q.

Proof. The bound simply follows from the fact that v is the row sums of (I−Q)−1.

Note, however, that we do not know what the row sums ofQ are, because it is not fixed. However,

in practice, in order to assert the strict row-substochastic property, we use a small numerical offset,

which is what we use in our implementation. Specifically, we set the row sums of Q to be at most

1− ϵ, where ϵ is by default set to 10−6 in our software implementation. Based on this, we can set α

to be 1− ϵ.
Next, we can tighten the bounds on v by forming the appropriate linear systems: (I−Q)v = R1

for reachability and (I−Q)v = 1 for hitting time. In both cases, though Q is a submatrix of P, it

is square, so we can analyze the similar interval M-matrix condition for the Gauss-Seidel method to

achieve the hull of the solution set.

Corollary 3.9. Let Q be a row-substochastic matrix bounded element-wise by Qmin and Qmax.

Then, it is an interval M-matrix if and only if ρ(Qmax) ≤ 1.

Proof. The proof is identical to that of Theorem 3.4, but without the discount factor.
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Based on the above extensions of our theoretical results, we now have similar algorithms for

reachability and hitting time. As usual, we first optimize for bounds on θ, then we propagate to Q

and R (if applicable), obtain initial bounds on v as above, and then apply the Gauss-Seidel method

to tighten the bounds on v.

Our method easily extends to the feasibility version of all three problems. We still obtain all

the necessary bounds as in the optimization version. At the end, when we would optimize for the

quantity of interest, we simply check if the overall problem is feasible, given the bounds on the

quantity of interest.

3.5.2 Special Cases

If one or more of π,P, r are fixed, then the problem may become much easier to solve. For example,

if P and r are fixed, then v is completely determined as the solution to a linear system, so we can

eliminate the Bellman constraint, and the objective becomes simply linear in π. We enumerate all

of these possibilities below.

Table 3.1: Special Cases for Optimization Problem. Objective refers to the objective π⊤v and
constraint refers to the Bellman constraint v = λPv + r.

Fixed Variable(s) Objective Constraint Explanation
π Linear Bilinear Only objective affected
P Bilinear Linear Only constraint affected
r Bilinear Bilinear Constraint affected but bilinear term remains

π,P Linear Linear Objective and constraint affected
π, r Linear Bilinear Objective and constraint affected, but bilinear term

remains
P, r Linear Eliminated v fully determined, leaving objective linear in π

3.6 Software: markovml

We developed the Python package markovml to specify Markov chains or reward processes with

embedded pretrained machine learning models. It is available at https://github.com/mmaaz-git/

markovml. In this section, we describe aspects of its implementation and provide a walk-through of

how it can be used.

Most notably, it provides a domain-specific language lets users: (1) instantiate a Markov process,

(2) add pretrained ML models from sklearn [Pedregosa et al., 2011] and PyTorch [Paszke et al.,

2019], (3) link model outputs to Markov parameters with affine equalities, (4) include extra linear

inequalities, (5) specify the feature set with MILP constraints, and (6) optimize reachability, hitting

time, or total reward.

Our package is built on the optimization solver Gurobi, specifically its Python interface, gurobipy

[Gurobi Optimization, LLC, 2024]. As the user sets up their model, our software constructs, in the

background, the equivalent formulation in Gurobi. We also then directly leverage Gurobi’s ability

to solve bilinear programs to global optimality (our decomposition scheme also calls out to Gurobi’s

solver).

https://github.com/mmaaz-git/markovml
https://github.com/mmaaz-git/markovml
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3.6.1 Supported Models

Our package supports a variety of regression and classification models, including linear, tree-based,

and neural networks. For some models, the MILP formulation is provided by gurobi-machinelearning

[Gurobi Optimization, 2024], a Python package built on top of gurobipy which embeds pretrained

ML models into a Gurobi model, while for others, we implemented the MILP formulation ourselves.

We support the following models from sklearn:

• LinearRegression

• Ridge

• Lasso

• LogisticRegression

• DecisionTreeRegressor

• DecisionTreeClassifier

• RandomForestRegressor

• RandomForestClassifier

• MLPRegressor

• MLPClassifier

From pytorch, we support neural networks built as nn.Sequential models with ReLU or linear

layers, with possibly a softmax layer at the end for classifiers.

Lastly, we implemented a model called DecisionRules, which allows the user to specify a series

of “if-then” rules specified in natural language, e.g., “if age ≥ 65 then 0.8”. This enables encoding

tables from the literature, like age-stratified mortalities, common in healthcare.

We make use of the MILP formulations from gurobi-machinelearning. At time of writing,

gurobi-machinelearning did not support the softmax function, although it did support the logistic

function. Hence, for multilayer perceptron classifiers from sklearn and for neural network classifiers

from torch, we implemented the MILP formulation ourselves. We also implemented the MILP

formulation of our DecisionRules model through a series of logical implications.

3.6.2 Using markovml

We walk through how to use markovml. Our software comes bundled with extensive documentation

and tutorials.

Instantiating a Markov process

There are three objects in the markovml package: MarkovReward, MarkovReach, and MarkovHitting.

They correspond to the problem you are trying to solve: verifying the total reward, reachability, and

hitting time, respectively. They have slightly different interfaces and internal operations, but there

is lots of common functionality, so it is easy to switch between them (in fact, they all inherit from the
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same base class, AbstractMarkov, which provides almost all of the functionality). While they have

common setups, there are specific elements to each of them; for example, MarkovReward requires

the setting of a reward vector r while the other do not. Below are some examples of instantiating

each of these objects.

1 mrp = MarkovReward(n_states=2, n_features =2)

2 m_reach = MarkovReach(n_states=2, n_features =2, n_transient =1, n_targets =1)

3 m_hitting = MarkovHitting(n_states=2, n_features =2, n_transient =1)

Adding ML models

The next step is to add a machine learning model to the problem. This is done with the add ml model

function. This function takes a pretrained model as input and embeds its MILP formulation in the

underlying optimization problem. Suppose we have pretrained models reward model, trans model,

reward model2, trans model2, where the reward models are regression models and the transition

models are classification models. We can add them to the underlying Markov process as:

1 mrp.add_ml_model(reward_model)

2 mrp.add_ml_model(trans_model)

3 mrp.add_ml_model(reward_model2)

4 mrp.add_ml_model(trans_model2)

We can then access the variables corresponding to the outputs of each of these models using the

ml outputs attribute of the Markov object; e.g., mrp.ml outputs[0][0] is the first output of the

first added model (reward model).

Setting parameters

There are three ways to set the parameters of the Markov process: (1) pass constants at initialization,

(2) use set to const or set to ml output, or (3) use the setting helper functions.

If it is known that an entire vector or matrix is a constant, then this can be passed at initialization,

as below.

1 MarkovReward(n_states=2, n_features =2, r=[1, 0])

The set to const or set to ml output functions can be used to set elements one at a time

either to a constant or to an affine function of one of the ML models’ outputs, as below.

1 mrp.set_to_const(mrp.r[0], 1)

2 mrp.set_to_const(mrp.r[1], 0)

3

4 mrp.set_to_ml_output(mrp.r[2], mrp.ml_outputs [0][0])

5 mrp.set_to_ml_output(mrp.r[3], 2*mrp.ml_outputs [0][0] -1)

Lastly, each of the classes have setting helper functions which can be used to set the parameters

altogether, as it may be cumbersome to set one at a time. Depending on the class, these are: set pi,

set P, set Q, set r, set R.

1 mrp.set_pi ([mrp.ml_outputs [1][0] ,

2 1 - mrp.ml_outputs [1][0] ,

3 0, 0, 0])
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Adding linear constraints on parameters

We can add linear constraints on the parameters quite simply:

1 mrp.add_constraint(mrp.r[0] >= 1)

Defining the feature space

To define X , we use add feature constraint and add feature aux variable. The first function

allows adding linear inequalities, and the second allows adding auxiliary continuous or discrete

variables. Together, these can encode any MILP-representable set.

1 mrp.add_feature_constraint(mrp.features [0] + mrp.features [1] <= 1.5)

2 mrp.add_feature_constraint(mrp.features [2] >= mrp.features [3])

Optimizing

Once all parameters have been set and the feature space has been fixed, we can optimize our metric

of interest quite simply.

1 mrp.optimize(sense="max")

It is possible to pass various solving options here as well as find a feasible solution instead of

optimizing.

Complete example

In only a few lines, a user can build a Markov process, integrate an ML model, and optimize the

reward.

1 from markovml.markovml import MarkovReward

2 from sklearn.linear_model import LogisticRegression

3 import numpy as np

4

5 # Create a Markov reward process

6 mrp = MarkovReward(n_states=2, n_features =2)

7

8 # fix some parameters

9 mrp.set_r([1, 0])

10 mrp.set_pi ([1, 0])

11

12 # train a classifier

13 X = np.random.rand (100, 2)

14 y = np.random.randint(0, 2, 100)

15 clf = LogisticRegression ().fit(X, y)

16

17 # add classifier

18 mrp.add_ml_model(clf)

19

20 # link to transitions

21 mrp.set_P ([[1 - mrp.ml_outputs [0][0] , mrp.ml_outputs [0][0]] , [0, 1]])

22

23 # define feature space
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24 mrp.add_feature_constraint(mrp.features [0] >= 65)

25 mrp.add_feature_constraint(mrp.features [1] >= 100)

26

27 # optimize!

28 mrp.optimize(sense="max")

Decision rules

The following code demonstrates building a DecisionRules model, which allows building “if-then”

rules in a natural language syntax.

1 dr = DecisionRules(features = [’age’, ’income ’])

2 dr.fit(rules = [

3 "if age > 20 then 2.5",

4 "if income >= 50000 and age < 30 then -1.0",

5 "else 0.0"

6 ])

It is then possible to “predict” using such a model on new data. This can also be added into a

Markov object, just as any other learned model, and we implemented the MILP formulation through

a series of logical constraints.

3.7 Numerical Experiments

We compare our method to solving the optimization problem directly with an out-of-the-box solver.

Our experiments will analyze the following drivers of complexity of the bilinear program: the number

of states, the number of ML models, and the model complexity, notably for trees and neural networks.

3.7.1 Setup

For our experiments, we generate Markov chains and train ML models on randomly generated data,

and compare the solution time of our method versus directly with Gurobi.

For all experiments, we fix the number of features m = 5, the feature set X = [−1, 1]5, and
the discount factor λ = 0.97. We train ML models on randomly generated data (10, 000 random

points). For regression models, we draw X ∼ N (0, 1)10000×5, β ∼ N (0, 1)5, and then generate data

points as Xβ+ϵ, where ϵ ∼ N (0, 1)10000. For classification models, we use the same linear form but

draw data points from a Bernoulli distribution with probabilities σ(Xβ), where σ(·) is the logistic

function.

For rewards, we train a regression model whose output is set to r1. For i = 2, . . . , n, we set ri to

be output divided by i. For probabilities, we train binary classifiers for π and rows of P. For π, we

set π1 equal to the classifier output, the remaining probability is assigned to π2, and the remaining

are set to zero. For rows of P, the classifier output is the probability of remaining in the same state,

with the remaining probability assigned to transitioning to the next state, and the rest of the row

is 0. We make the last state absorbing, i.e., transitions to itself with probability 1. The Markov

process is essentially a discrete-time birth process, as one can only transition to the next state, or

stay in the same state, with the final state being absorbing.
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For each configuration, we run 10 instances, each with random data, train the models on the

random data, and solve the optimization problem directly with an out-of-the-box solver and with

our method.

We perform the following experiments:

1. State Space: Vary n ∈ {5, 10, 20, 50, 100, 200} using three models: a linear regression for r and

two logistic regressions for π and the first row of P (the remaining rows are uniform).

2. Model Count: Fix n = 20 with linear regression for r and logistic regression for all probability

models. Models for r and π are always used, while the number of modeled rows in P varies

from 1 to 19, so that the total number of models runs from 3 to 21.

3. Decision Tree Depth: Fix n = 20 using three decision tree models (for r, π, and the first row

of P) with depths in {2, 3, 4, 6, 8}. Remaining rows of P are uniform.

4. Neural Network Architecture: Fix n = 20 using three ReLU multilayer perceptrons, for r, π,

and the first row of P. We vary hidden layers in {1, 2} and neurons per layer in {5, 10, 15, 20},
with remaining rows of P set uniformly.

We record runtime, objective value, and optimizer status. For our method, the runtime includes

solving the smaller MILPs, bound computations, the interval Gauss-Seidel phase, and the final

optimization. All experiments are run on an Intel Core i7 with 6 cores using Gurobi Optimizer

12.0.0 [Gurobi Optimization, LLC, 2024] (1200 second limit per problem, and presolve disabled

throughout). All code and instructions on how to reproduce our experiments is included with our

code.

We computed the geometric mean and geometric standard deviations of runtimes, and propor-

tions of optimizer statuses. For the runtime analysis, we only kept instances that were solved to

optimality. Sometimes, the optimizer would return a suboptimal status, meaning it cannot prove

optimality. If for an instance, our method did converge to optimality, and the direct method re-

turned a suboptimal status, and the objective values were the same up to a tolerance of 10−12, we

consider the suboptimal status to be optimal for the runtime statistical analysis. We performed

paired t-tests on the log of runtimes (for instances where both methods returned optimal) and χ2

tests for statuses.

Figure 3.2: Runtimes of our method versus direct solving. Each panel shows results from experiments
1-4 (left to right). Points represent geometric means with error bars indicating standard deviation.
Statistical significance from paired t-tests shown above: * (p < 0.05), † (p < 0.01), and § (p < 0.001).



CHAPTER 3. FORMAL VERIFICATION OF MARKOV PROCESSES WITH LEARNED PARAMETERS 59

Figure 3.3: Proportion (%) of instances categorized as optimal, suboptimal, timed out, or other.
Each panel shows experiments 1-4 (left to right). Our method is the left bar and direct method
is the right bar. Statistical significance from χ2 shown above: * (p < 0.05), † (p < 0.01), and §
(p < 0.001).

Table 3.2: Geometric means of runtimes and number of instances solved for ablations of our method.
Ablation numbers refer to ablating: (1) finding bounds on θ, (2) propagating bounds to π,P, r, (3)
initial bounds on v, and (4) tightening bounds on v. Lastly, None refers to no ablations. Note that
ablating (1) is equivalent to directly solving, and None is equivalent to our full method.

(1) (2) (3) (4) None

Runtime (sec),
geom. mean (sd)

710.79
(1.22)

292.36
(1.64)

282.42
(1.59)

1.85
(1.55)

1.89
(1.56)

Instances solved 6/10 8/10 7/10 10/10 10/10

3.7.2 Results

Figure 3.2 shows that our method consistently outperforms direct solving and scales much better

with all measures of complexity, and the differences are statistically significant, often at 1% and

0.1% significance. This is despite our method involving multiple optimization problems.

The difference is particularly striking as models get more complex: in the tree depth experiments,

our method is on average 117x faster for trees of depth 6 (direct mean 82.1 sec, our method mean

0.7 sec), and 391x faster for depth 8 (direct mean 665.3 sec, our method mean 1.7 sec) – reaching

a 1000x speedup on some instances. For neural networks, solving the problem directly times out

in every instance, as seen in Figure 3.3, even for the smallest architecture with 1 hidden layer of 5

neurons. However, our method solves all instances with 1 hidden layer and most instances with 2

hidden layers, although it often times out with 2 hidden layers of 20 neurons each. Figure 3.3 also

shows that the direct method often struggles with proving optimality.

In order to isolate the effects of different parts of our method, we performed an ablation study.

We redid the decision trees experiment fixing a tree depth of 8. We ablated, in turn: (1) finding

bounds on θ, (2) propagating bounds to π,P, r, (3) initial bounds on v, and (4) tightening bounds

on v. Ablating a step means ablating it and all subsequent steps. As shown in Table 3.2, the

biggest contributor to our method’s speedup is obtaining the initial bounds on v, which causes a

153x speedup on average compared to ablating it.
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3.8 Discussion and Conclusion

We have introduced a novel framework for the formal verification of Markov processes with learned

parameters, enabling exact reasoning about systems where transition probabilities and rewards are

specified by machine learning models. Our approach formulates the verification task as a bilinear

program and introduces a decomposition and bound propagation scheme that significantly acceler-

ates computation—often by orders of magnitude, while maintaining global optimality guarantees.

This work contributes to the broader goal of safe and transparent deployment of ML in high-stakes

settings. Our healthcare case study demonstrates how the method can support robust decision mak-

ing in critical domains. We have implemented this in the software package markovml, which provides

a flexible language for defining Markov processes, embedding a range of ML models, and optimizing

key metrics.

Limitations Our experiments show that the method scales well across problem dimensions includ-

ing the number of states, models, and model complexity. However, a key limitation is scalability for

neural networks: our method worked well on small networks but degrades with increasing depth or

width. This is consistent with known computational hardness results for neural network verification.

Future work could improve performance by integrating state-of-the-art techniques from the neural

network verification literature, such as α, β-CROWN. One of the key limitations in the real-world

use of this method is that it assumes that the underlying ML model is accurate and well-fit. In

general, formal verification takes the ML model as is, and does not address issues related to, e.g.,

how errors in the ML model would propagate to uncertainty in the verification results. This issue

is perhaps outside of the scope of this paper but is an important caveat of which users should be

aware.

Future directions Our software package, markovml, is open-source and designed for extensibility.

We envision future extensions that support richer ML models and eventually integrates with other

neural network verifiers. Our current set-up assumes that the feature vector x lies in a MILP-

representable set X . However, this may lead to optimizing over a set that contains an unrealistic

combinations of features. A rich extension would be to assign a probability distribution to X . By

analogy, our present work is similar to a robust optimization framework while assigning a probability

distribution would be similar to a distributionally robust optimization framework. We hope this work

encourages further research at the intersection of probabilistic model checking and formal verification

of ML.



Chapter 4

Cost-Effectiveness of

Drone-Delivered Automated

External Defibrillators for Cardiac

Arrest

4.1 Introduction

Out-of-hospital cardiac arrest (OHCA) affects approximately 400,000 adults in the US and Canada

each year, with survival rates generally below 10% [McCormick, 1976, Heart and Stroke Foundation

of Canada, 2023]. Rapid treatment with cardiopulmonary resuscitation (CPR) and defibrillation

with an automated external defibrillator (AED) is crucial for survival [Berger, 2020].

Recently, there has been rapidly growing interest in using unmanned aerial vehicles, or drones,

to deliver AEDs to cardiac arrest victims. Several computational studies have optimized the design

of drone networks and found that drone-delivered AEDs can theoretically arrive much faster than

typical ambulance response times [Boutilier et al., 2017, Zègre-Hemsey et al., 2018, Pulver et al.,

2016, Pulver and Wei, 2018, Boutilier and Chan, 2022]. Others have studied the feasibility of drone

delivery by performing test flights to simulated cardiac arrests, validating the potential of rapid AED

delivery [Cheskes et al., 2020, Zègre-Hemsey et al., 2020, Claesson et al., 2016]. Finally, an ongoing

study in Sweden reported over 90% success in AED delivery to real cardiac arrests [Schierbeck et al.,

2022a] which led to the first recorded save of a sudden cardiac arrest by drone [Schierbeck et al.,

2022b, 2023].

Despite these promising results, the cost-effectiveness of AED drone delivery has not been rig-

orously established. Existing studies were restricted to population-based estimates of cardiac arrest

incidence and, most importantly, excluded healthcare costs in their calculations, which are much

greater than drone technology costs [Bogle et al., 2019, Bauer et al., 2021, Röper et al., 2023]. Since

many jurisdictions are developing and testing drone networks for AED delivery, a comprehensive

analysis is needed. In this paper, we conduct a rigorous cost-effectiveness analysis using a 10-year

cohort of OHCA data, along with in-hospital and post-discharge healthcare costs, from Ontario,

61
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Canada. We evaluate close to one thousand different drone networks, develop statistical models to

predict patient outcomes under drone response times, and simulate patient trajectories post-arrest

using a Markov model.

4.2 Summary of Methods

This study was approved by the Research Ethics Board of Unity Health Toronto (protocol #: 18-091)

and was conducted in accordance with the CHEERS reporting guidelines.

4.2.1 Data Source and Study Setting

We obtained OHCA data from the Toronto, Canada site of the Resuscitation Outcomes Consortium

(ROC) cardiac arrest registry. From 2006-2015, ROC collected OHCA patient, event, response, and

outcome characteristics for 10 sites across the United States and Canada [Lin et al., 2011]. The

Toronto site included participation from eight EMS agencies19, collectively covering over 7 million

people over 26,000 square km.

4.2.2 Study Population

We included all EMS-treated OHCAs recorded by the Toronto ROC site between Jan. 1, 2006 and

Dec. 31, 2015. Patients under age 18, as well as those missing incident location, EMS response

timestamps, or OHCA outcome were excluded (additional details in Section 4.3.1).

4.2.3 Drone Network Optimization

The 538 EMS, fire, and police stations in the study region were considered as potential drone bases.

Based on current technology and implementation considerations, at most one drone is placed at each

base. The locations of drones were determined using mathematical optimization (additional details

in Section 4.3.2). To generate a large and diverse set of possible drone networks, we used three

different types of objectives:

1. Coverage: Reach as many people as possible within 1, 2, 3, 4, 5, 6, or 7 minutes

2. Mean: Minimize the mean response time

3. 90th percentile: Minimize the 90th percentile, by minimizing the mean of the upper 10% of

the response time distribution

For each objective, we create network sizes (i.e., number of drones) ranging from 5 to 535 drones,

in increments of 5, plus a network with 538 drones (i.e., all candidate bases). In total, we generated

964 different drone networks (107 network sizes for each of the nine objectives, plus the network of

538).

4.2.4 Drone Specifications

We utilized drone specifications obtained through discussions with InDro Robotics (Victoria, British

Columbia, Canada) for drones being considered in Ontario, and Everdrone (Sweden) who supply
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Figure 4.1: Model used to chart trajectory of patient after an OHCA with a drone intervention. The
M indicates the Markov microsimulation model, with a cycle length of one year

the drones being used in Sweden [Schierbeck et al., 2023] (see Table 4.1). The cruising altitude of

the drone was 30 m. Its cruising speed was 56 km/h. Upon reaching its destination, the AED is

lowered by a tether. The combined time for takeoff and lowering was 30 s.

4.2.5 Decision Model

Our decision model consisted of three components: a decision tree, several prediction models, and a

Markov microsimulation model. The decision tree considered whether a drone-delivered AED would

be applied to an OHCA (Figure 4.1). The base case is the status quo of no drones, for which we use

the historical ambulance response time (i.e., from dispatch to arrival). For each drone network, the

drone response time (i.e., dispatch to AED on ground) was calculated based on the closest drone to

the OHCA. If the drone arrived first, a bystander would apply the AED with a certain probability

(Table 4.1). If the drone AED was not used, either because the drone arrived after the ambulance

or the bystander did not apply the AED, then we reverted to the base case for that OHCA.

The primary clinical outcome was the patient’s modified Rankin Scale (mRS) value, a scale of

neurological disability from 0 (no symptoms) to 6 (death) [Wilson et al., 2002]. In the base case,

the historical mRS was used. In the drone case, we used three prediction models to estimate mRS:

(1) probability of a shockable rhythm (binary logistic regression), (2) probability of survival to

hospital admission (binary logistic regression), and (3) probability of each mRS value at hospital

discharge, conditional on hospital admission (gradient boosted tree model). All models adjusted for

age, sex, witnessed status, and the response time. The latter two models also adjusted for presence
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of a shockable heart rhythm (i.e., ventricular fibrillation or pulseless ventricular tachycardia [Sasson

et al., 2010]). Since probability of a shockable rhythm degrades over time, the second and third

models used the predicted shockability from the first model. More details about model training and

hyperparameters are in Section 4.3.3.

Finally, the Markov microsimulation model (Figure 4.1) tracked outcomes of each patient fol-

lowing hospital discharge based on their actual mRS (in the base case) or estimated mRS (in the

drone case), with a cycle length of one year. The model’s parameters were mRS-specific (Table 4.1;

Section 4.3.4).

4.2.6 Outcomes

We measured operational and healthcare costs. Operational costs comprised the cost to implement

and maintain the drone network for 10 years (the length of the study’s inclusion period), which

were obtained through discussions with InDro Robotics and Everdrone (Table 4.1; Section 4.3.4).

Healthcare costs included both in-hospital and post-discharge costs. A discount rate of 3% per year

was used. Costs were expressed in 2023 Canadian dollars.

For each drone network and for the base case, we calculated the number of survivors to hospital

admission, number of survivors to hospital discharge, and number of survivors with a neurologically

favorable outcome (i.e., mRS 0-2). We also calculated total costs and total quality-adjusted life-years

(QALYs). We identified non-dominated drone networks (based on strict and extended dominance

[Gold, 1996]) and calculated incremental cost-effectiveness ratios (ICER) and net monetary benefits

(NMB), with willingness-to-pay thresholds of $50,000, $100,000, and $150,000 per QALY.

4.2.7 Subgroup and Sensitivity analyses

Given their significant impact on survival, we conducted prespecified subgroup analyses on witnessed

OHCAs and shockable OHCAs. We also performed multiple one-way sensitivity analyses for all

parameters with ranges listed in Table 4.1. To test the sensitivity to drone costs, we scaled purchase,

maintenance, and per-flight costs by factors of 2 and 5, and calculated the breakeven cost multiplier

at which the NMB of the drone network equals the base case. Lastly, to test sensitivity to weather

and operational issues, we randomly excluded 10%, 25%, 50%, and 75% of patients from drone

delivery, averaging results over 100 random draws each.
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4.3 Detailed Methods

4.3.1 Data Summary and Processing

Our initial data set contained n = 25, 778 OHCAs from Ontario, Canada, from 2006-2015.

Location data processing

We first processed the locations of each OHCA. There were different types of location data which

had to be processed in different ways.

From the original n = 25778 records, n = 1622 had no location data and were excluded. Of the

rest with present location data, only n = 3834 had precise latitude/longitude, which we converted

to universal transverse Mercator (UTM) coordinates. For those with truncated (2 decimal places)

latitude/longitude (n = 1110), we concatenated random 3-digit numbers to make them as precise

as the precise latitude/longitude (5 decimal places), and then converted them to UTM.

For records with truncated UTM coordinates (n = 5321), we concatenated random 3-digit num-

bers to make them full UTM coordinates. Some (n = 27) truncated UTM coordinates were clearly

incorrect, as they had a leading digit that placed them outside the coordinate box covering Ontario

(e.g., a leading digit of 9). We corrected these by replacing the leading digit with the correct one

for Ontario (5 or 6 for eastings, and 4 or 5 for northings).

For those which listed the census tract (n = 13891), we obtained the geographic boundaries of

census tracts in 2001, 2006, 2011, and 2016 from Statistics Canada [2023c], and sampled a random

point within the corresponding census tract. Of these, n = 2162 records did not have an exact

match in the list of census tracts, corresponding to 171 unique census tract IDs. We assumed that

these were likely due to typographical errors. Therefore, we used a fuzzy string match, using the

Jaro-Winkler distance, which is commonly used for typographical error correction [Cohen et al.,

2003].

Lastly, we did a manual check of these locations by plotting them on a map of Ontario. We

observed that some (n = 235) points were either in water or were just outside of Ontario (e.g., in

Quebec). We fixed this by “rounding” all points to the nearest point within Ontario, according to

the boundaries provided by Statistics Canada.

We designated OHCA locations as urban or rural based on the definitions provided by Statistics

Canada. Statistics Canada uses the designation “population center” to mean a continuous area with

a population of at least 1,000 with a density of at least 400 persons per square kilometer [Statistics

Canada, 2023a, 2022]. All other areas are defined to be rural. We obtained the geographic boundaries

of these areas [Statistics Canada, 2023b] and categorized each OHCA.

After all this, we had n = 24, 156 points with cleaned location data.

Cleaning data

After processing locations, we removed some records with anomalous data. In particular, we removed

data with negative time-to-ambulances and time-to-ambulance outliers (defined as more than 3

standard deviations above the mean, i.e., more than 1372 seconds [2̃3 minutes]). We also filtered

out missing ages, unknown hospital states, and unknown or missing sex. We assumed that patients

with missing witnessed status (n=2551) were unwitnessed. We imputed missing mRS values using
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a prediction model (Section 4.3.3). After all cleaning, we were left with n=22,017 records. This is

summarized in Table A.1.

4.3.2 Drone Networks

We studied three different types of models: 90th percentile, coverage, and mean. For each model,

we fixed a number of drones. We varied the number of drones from 5 up to 535, in increments of

5. Each drone base can have at most one drone, reflecting current logistical constraints. We also

created a drone network with 538 drones, which is the maximum number of drones possible, as it

is the number of candidate bases. Note that the network with 538 drones is the same regardless of

objective. The drone networks were optimized according to the locations of all OHCAs for which

we had valid location data (n = 24, 156).

The 90th percentile models minimize the average of the upper decile of the response time with a

given number of drones. Technically, these models are referred to as conditional value-at-risk models

(CVaR) [Boutilier and Chan, 2022]. There were 107 90th percentile models.

The coverage models maximize how many OHCAs can be reached in a given amount of time

with a given number of drones. We ran coverage models for coverage times of 1 to 7 minutes, in 1

minute increments. This yielded a total of 749 coverage models.

Lastly, the mean models minimize the mean response time with a given number of drones.

Technically, these are referred to as p-median models [Boutilier and Chan, 2022]. There were 107

median models.

Including the unique network with 538 drones, we evaluated 964 drone networks.

The possible locations that a drone can be placed were current existing EMS, fire, and police

stations in Ontario. The time that it takes a drone placed on a base to reach a given OHCA

is calculated by first finding the distance between the base and the OHCA. Then, we assume 30

seconds for takeoff and landing, and a speed of 56 km/h throughout the flight, to calculate the time.

All models were solved using Gurobi and Python, on an Intel i7 processor, with a time limit of

10 hours. For the CVaR models, we set an optimality gap of 1% for tractability reasons.

4.3.3 Prediction Models

Training models

We built three predictive models using our dataset, detailed in Table A.4.

To train each model, independent 80% subsets were drawn to fit the model, with the remaining

20% used for validation. For the mRS model, we first filtered to those who were admitted to the

hospital. An XGBoost model [Chen and Guestrin, 2016] was used for the mRS model, as we found

it performed much better than an ordered multinomial logistic regression model. We performed

hyperparameter tuning for the XGBoost model using a grid search, with 5-fold cross-validation

(parameters listed in Table A.4).

The shockable model achieved an area under the receiver operator characteristic curve (AUC) of

0.63 and the survival to hospital model achieved an AUC of 0.74. The XGBoost model achieved a

multiclass AUC [Hand and Till, 2001] of 0.57.
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Applying the models

When we apply the models in the drone setting, we substitute the drone response time (if the drone

is used) to calculate the new outcome. If the drone is not used, then we do not apply the prediction

models and simply revert to the historical outcome from the data set.

We first predict the new shockable likelihood. We then use this as an input into the other

two models as follows. Let the predicted probability of a shockable rhythm be Pshock, the survival

model be s(), the mRS model m(), and let the patient’s covariates, not including shockability, be

represented by the vector x. Then, the predicted survival is calculated as:

Pshock · s(x, shock = 1) + [1− Pshock] · s(x, shock = 0)

And the predicted mRS is calculated as:

Pshock ·m(x, shock = 1) + [1− Pshock] ·m(x, shock = 0)

Note that all three models output probabilities: e.g., the mRS model outputs a list of probabilities

over mRS 0 through 6, for each patient. We propagate these probabilities throughout our calculations

in order to calculate the expected values for all measures.

Enforcing monotonicity of predictions

The prediction models introduce a statistical artifact which has to be corrected. This can be seen

through the following example. Say an ambulance takes 3 minutes to reach a patient, and upon

arriving the patient has a shockable rhythm. Now, say a drone takes 2 minutes to reach a patient,

and using this 2 minute value we predict a new shockable likelihood. However, the prediction model

will almost surely assign a non-zero probability to the not shockable outcome. This paradoxically

leads to a lower expected utility for the patient, despite the drone arriving earlier.

This can be corrected by enforcing a constraint that a drone arriving earlier should not lead to a

worse outcome than the ambulance outcome - in other words, outcomes should be monotonic with

respect to response time. For the shockable model, this means that if a drone arrives earlier, and the

patient was shockable in the ambulance case, then they will definitely (i.e., with 100% probability)

be shockable when the drone arrives. Similarly, for the survival model, if the patient survives in the

ambulance case, then if the drone arrives earlier they will definitely survive as well.

For the mRS model, we can enforce this constraint by saying that the patient can never go to a

worse mRS status than the ambulance outcome, if the drone arrives earlier. We do this as follows:

1. Get the mRS prediction as a list of probabilities over each mRS state.

2. Set the probabilities of mRS’ worse than the ambulance case to 0.

3. Normalize the values by dividing by the sum, to make them valid probabilities again.

Model for imputing missing mRS

In the dataset, n = 1006 patients survived hospital discharge but had a missing mRS. First, we

analyzed their missingness by comparing important covariates between those who survived discharge
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and had mRS, and those who survived but had missing mRS. We found statistically significant

differences in some covariates (see Table A.5). We also used Little’s test to test if data was missing

completely at random, which returned p < 0.001, indicating we can reject the null hypothesis that

the data was missing completely at random. As a sensitivity analysis, we also excluded those with

missing mRS (Figure A.11) and found all drone networks were still cost-effective.

Therefore, we imputed their standard care mRS using a prediction model. We used an XGBoost

model similar to the one used above for the analysis. First, we filtered for patients who survived

hospital discharge (i.e., mRS 0-5). Then, we drew a random 80% training set, on which we performed

5-fold cross validation for hyperparameter tuning. The covariates used were: response time, age, sex,

witnessed, and shockability. The following hyperparameters were chosen based on hyperparameter

tuning:

• Max depth: 3

• Eta: 0.1

• Gamma: 0.3

• Number of rounds: 50

• Column sample by tree: 0.8

• Min child weight: 0.8

• Subsample: 0.8

• Number of threads: 2

The model achieved a multiclass AUC of 0.51 on the test set. We then applied this model to the

records with missing mRS, and took the class with the highest predicted probability. The predicted

classes for the n = 1006 patients are in Table A.6.

4.3.4 Cost-Effectiveness Model Parameters

Drone costs

These values were obtained via personal communications with Philip Reece, CEO of Indro Robotics

and Mats Sällström, CEO of Everdrone, in 2023. The cost of the drone network has three compo-

nents. Firstly, each drone must be housed in a drone port. A drone port costs $30,000, and lasts

for 5 years. In our simulations, we run a drone network for 10 years, so this amounts to a cost of

$60,000 per drone. Secondly, each drone costs $35,000; additionally, the camera costs $8,000, and
the payload $1,000. This yields a total cost of $44,000/drone to purchase. Third, each drone costs

$5,000/year for maintenance. Lastly, every time the drone flies, it costs $250 in operator costs; and,

every 50 launches, the drone port has to be inspected, at a cost of $1,250. This means a cost of

$2.75 per drone launch. We assume that a drone is sent for every OHCA.

Overall, the cost of a drone network with ndrones drones and ddispatches dispatches is:

154000 · ndrones + 275 · ddispatches
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Note the first term above captures the fixed cost of the drone network, and the second term the

variable cost.

Transition probabilities

The transition probabilities are the yearly mortality rates for each discharge mRS. We distinguish

between first-year and later year. Chocron et al. [2021] report both 1-year and 5-year mortality rates

of OHCA patients in King County, Washington. We take the 1-year rates directly, and impute the

later-year mortalities with the 5-year mortalities. To calculate lower and upper bounds, we simply

repeat this procedure for the lower and upper bounds of the 95% confidence intervals that they

report.

Health care costs

For costs, the most relevant paper in the Ontario context is Geri et al. [2020]. However it only

provides the average costs of an OHCA in Ontario. In order to separate it out by mRS, we use cost

data from other papers, and make the assumption that the between-mRS ratios are constant. For

example, if a mRS2 patient is twice as costly as an mRS1 patient in New York, it would also be

twice as costly in Ontario. Based on this formulation, we can impute per-mRS costs for in-hospital

costs by solving a system of equations.

Mathematically, we know the average cost c̄ from the literature. We also know from our data

set that we have ni patients with an mRS of i (i.e., ranges from 0 to 6). We know that the total

number of patients is n. We want to calculate ci, i.e., the costs for each mRS. So, by definition, we

have the weighted average:

1

n

6∑
i=0

ni · ci = c̄

Now, we introduce the between-ratios for each mRS, relative to the cost of mRS 0. We let xi be

the ratio of costs from mRS i to mRS 0. If we take each of these values from the literature, we can

solve for each ci via standard substitution.

Using cost data from Dewilde et al. [2017] on stroke patients, we calculate the ratios of treatment

cost for all mRS’ relative to mRS 0. However, Dewilde et al. [2017] does not provide data on mRS 6

patients. To calculate that ratio, we use data from Geri et al. [2017] which provides OHCA costs by

cerebral performance category (CPC). We use the ratio between CPC 5 (death, equivalent to mRS

6) and CPC 1 (the least severe CPC category) as the ratio between mRS 6 and mRS 0. Given these

ratios, and knowing the number of people in each mRS category in our data set, we can solve this

system of equations and calculate the cost for each mRS.

We follow a similar approach for post-hospital costs, and separate into first-year and later-year.

Dewilde et al. [2017] gives 3 month, first-year, and later-year costs, while Geri et al. [2017] gives

1 month costs. First, based on the ratios between the 3-month costs from Dewilde et al. [2017],

we calculate the by-mRS 1-month costs, as we did above. Then, from Dewilde et al. [2017], we

calculate the ratio of first-year costs to 1-month costs, and later-year costs to 1-month costs. From

these ratios, we scale up the per-mRS costs that we previously calculated.

In this way, all cost values are imputations based on Geri et al. [2020], which provides costs in
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terms of 2015 Canadian dollars. We use the Consumer Price Index (CPI) from the Bank of Canada

to calculate the equivalent costs in 2023 dollars. The CPI increased 23.72% from 2015 to 2023.

For the lower and upper bounds, we simply set the lower bound as half of the value, and the

upper bound as twice it.

Utilities

The utilities are simply taken from Rangaraju et al. [2017], and in this case we do not separate

between the first-year and later-year. The upper and lower bounds are taken to be the 25th percentile

and the 75th percentile as reported in that paper.

Probability of drone use

This value was taken from Bogle et al. [2019], who themselves take this value from Hansen et al.

[2015]. This value is not specific to drones: it is instead the probability of a trained bystander

performing CPR. However, it is in line with the value used by Andersen et al. [2019] (a cost-

effectiveness analysis of public AEDs) of 47%, which is taken from Hedges et al. [2006]. As this

value is poorly studied in the literature, we chose a large range of 0.05 to 0.75 for the possible values

of this probability in our sensitivity analysis.

Minimum time to use drone

This value was taken from Starks et al. [2020], which is a simulation study. We assumed a range of

60 seconds to 120 seconds for the sensitivity analysis.

Running the Cost-Effectiveness Model

First, for a given drone network, we calculate the time it would take to the nearest drone. If the

difference between the drone time and the ambulance time is less than the minimum time to use,

then we revert to standard care. Otherwise, the AED is used with some probability (and if not used,

again revert to standard care). As described above, we predict counterfactual outcomes based on

the drone time.

We run the Markov models for the rest of the life of the patient. Technically, we use the formula

for the value of an infinite-horizon discounted Markov reward process, from Chaper 1.5, to calculate

the total discounted cost and total discounted utility for each mRS discharge state. Then, knowing

the probability of the patient being in each mRS state, given either by the data (for standard care),

or by the prediction models (for the drone case), we can calculate the expected cost and expected

utility.

We obtain the initial distribution vector, π, either from our prediction models (recall they output

a probability vector over mRS states) or by historical data.

Note there is a caveat in the term discount factor as used in Markov models versus how it is

typically used in health economics. In economics, typically the present value of a reward R in time

period t is given by R/(1 + λ)t, while in Markov processes it is R · λt. So, a discount factor of 3%,

as is typical in cost-effectiveness analysis, cannot be plugged directly into this formula (in fact it

would extremely heavily favor the present). We make the appropriate modifications before using

this formula, i.e., using λ = 1/(1 + 0.03) = 0.97.
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Figure 4.2: Cost-QALY plane. Labeled points (and dotted line) indicate the efficient frontier; labels
correspond to Table 2

4.4 Results

A total of 25,778 EMS-treated OHCAs were recorded during the study period. After applying the

exclusion criteria, 24,156 were used to optimize the drone networks, while 22,017 OHCAs were used

for outcomes analysis as they had all relevant patient covariates (Figure A.1, Table A.1). The final

cohort had a mean age of 68.6 years (SD 16.9), was 63.7% male, and 93.8% lived in urban areas.

All drone networks had higher costs and higher QALYs than the base case. After applying strict

and extended dominance, 20 drone networks were on the cost-QALY efficient frontier (Figure 4.2),

which we refer to as the “non-dominated networks”. Fourteen of the 20 networks were optimized

for coverage, one optimized for mean response time, four optimized the 90th percentile, and the

remaining one was the unique 538 drones network. At an ICER threshold of $50,000 per QALY

gained, the network with the highest QALYs was the 3-minute coverage network with 235 drones;

at thresholds of $100,000 and $150,000, it was the 90th percentile network with 380 drones.

Table 4.2 displays characteristics of the response time distribution, survival outcomes, and cost-

effectiveness for the base case and each of the non-dominated networks. In the base case, mean

response time was 6 min 21 s. There were 11,691, 1,855, and 1,748 survivors to hospital admis-

sion, discharge, and with neurologically favorable outcome, with respective costs per survivor of

$41,864.15, $263,845.69, and $279,996.42. Each of the 20 drone networks had shorter response

times, more survivors across all categories, and higher costs per survivor than the base case. Aver-

age drone network response times ranged from 4 min 18 s to 1 min 52 s, representing 32% to 71%

reductions from the base case. The expected number of survivors to admission, discharge, and with

neurologically favorable outcome were in the range [12,909, 13,915] (+10% to +19%), [2,263, 2,704]
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Figure 4.3: Net monetary benefit, at thresholds of $50k, $100k, and $150k, for frontier networks.
Point labels correspond to Table 2

(+21% to +46%), and [2,097, 2,448] (+20% to +40%).

Figure 4.3 shows the net monetary benefit (NMB) for the 20 networks at the three thresholds

of $50,000/QALY, $100,000/QALY, and $150,000/QALY. For every threshold, all networks had

a higher NMB than the base case. As networks get larger, the NMB plateaus and then slightly

declines. This trend is also seen when looking at all 964 networks in Figure A.2, showing that the

NMB plateaus at around 100 drones. For smaller networks (¡100 drones), those with the highest

NMB tended to be the mean, 4-minute coverage, and 3-minute coverage networks (Table A.2).

90th percentile networks typically had the highest NMB for large networks (300-500 drones), while

2-minute coverage networks were best for the largest networks.

4.4.1 Subgroup Analyses

In Table A.3, we summarize clinical outcomes for the four subgroups of interest in the base case and

for each of the 20 non-dominated networks. For witnessed OHCAs, survival to hospital discharge

was 12.8% in the base case and [16.0%, 19.2%] over the 20 drone networks, representing relative

increases of 25% and 50%. For shockable OHCAs, survival to hospital discharge was 27.7% in the

base case and [31.5%, 35.7%] over the 20 networks, representing relative increases of 14% and 29%.

For shockable and witnessed OHCAs, survival to hospital discharge was 28.8% in the base case and

[33.3%, 37.9%] over the 20 networks, representing relative increases of 16% and 32%. Compared to

the general population, patients with shockable rhythms or witnessed arrests had higher base case

NMBs, and experienced greater gains in their NMBs with drone networks (Figure A.3). Patients

that were originally non-shockable also experienced some benefit due to the increased probability of
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being shockable if the drone arrives earlier than historical ambulance response.

4.4.2 Sensitivity Analysis

Sensitivity of clinical outcomes to changes in model parameters for the 20 non-dominated networks

is shown in Figures A.4, A.5, and A.6. Clinical outcomes were most sensitive to the probability of

drone AED use, but across all parameter ranges tested, all 20 networks had more survivors across

all categories than the base case.

Sensitivity of NMB to model parameters is shown in Figure A.7. The NMB was generally most

sensitive to the probability of drone AED use, later-year mortality for mRS 0, utility for mRS 0,

minimum time to use drone, and in-hospital costs for mRS 0. Larger networks, which have higher

NMBs, were also more sensitive to parameter values. All 20 networks maintained a higher NMB

than the base case across all parameter ranges tested.

When drone operational costs are increased two-fold or five-fold, many of the 964 drone networks

still have a higher NMB than base case at a $50,000 threshold, and all but one remained so at the

higher thresholds (Figure A.8). Cost-effectiveness is highly robust to increases in drone costs: at

a $50,000 threshold, drone costs can increase by nearly ten-fold and networks with fewer than 100

drones still have a higher NMB than the base case (Figure A.9).

Lastly, while the NMB decreases as weather conditions exclude patients from drone delivery, all

networks remained cost-effective (Figure A.10), even when 75% of patients are excluded.
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4.5 Discussion of Main Results

This study is the most comprehensive cost-effectiveness analysis to date of drone networks for AED

delivery for OHCA response. All 964 networks were cost-effective regardless of the willingness-to-

pay threshold. We identified 20 drone networks on the cost-QALY efficient frontier, all of which

had higher QALYs, better patient outcomes, and shorter response times than the base case (i.e., no

drones). Witnessed or shockable patients experienced the largest improvements in clinical outcomes

and NMB. However, even non-shockable patients (in the base case) may benefit due to becoming

shockable with an earlier drone response, leading to a potential benefit for them as well (Table A.3).

Our sensitivity analyses showed that even for the most pessimistic parameter values, all 20 drone

networks remained cost-effective and had better clinical outcomes than the base case.

NMB increased as more drones were added to the network, plateauing around 100 drones. Given

our study region’s population and size, this translates to having roughly 1 drone per 70,000 people

or 1 drone per 260 square km to maximize the NMB. The largest drone network corresponded to

1 drone per 13,000 people or 1 drone per 48 square km, implying that drone-delivered AEDs will

remain cost-effective for large networks. Recent studies in Sweden piloted networks of three to five

drones [Schierbeck et al., 2022a, 2023]. Relative to the population and region size, these represent

roughly 1 drone per 27,000 to 40,000 people or 1 drone per 39 to 42 square km, which is within

or near the range of drone network sizes that we show to be cost-effective. While real-world drone

networks to date have been small, our findings suggest that they will be cost-effective as they scale

up in the future.

In the literature on optimizing emergency response using ambulances, drones, or static AEDs,

many types of models have been considered, optimizing for coverage, mean response time and upper

percentile response times [Boutilier and Chan, 2022, Sun et al., 2018, Karlsson et al., 2019]. In this

paper, we found that networks optimized for coverage tended to be the most cost-effective at each

willingness-to-pay threshold. Indeed, 14 of the 20 non-dominated networks optimized for coverage.

For networks with fewer than 100 drones, optimizing for 3 or 4-minute coverage tended to have

the highest NMB. Given how quickly survival declines as a function of time, it is intuitive that

optimizing coverage, equivalent to setting a maximum response time, would make the best use of

limited resources.

The three studies closest to this paper are the economic analyses conducted by Bogle et al. [2019],

Bauer et al. [2021], and Röper et al. [2023]. They all found that drones were cost effective, but under

restrictive assumptions. None used patient-level OHCA data, relying instead on estimated incidence

from population data. They also did not consider healthcare costs, which comprise most of the

system costs. The first two studies used fixed probabilities of survival as a function of response time

interval, without considering the effect of patient covariates, while the third focused on comparing

coverage of drones against static AEDs, without considering survival outcomes. In contrast, we used

real OHCA data allowing us to generate machine learning-based outcome predictions, adjusting

for relevant covariates, to properly estimate the counterfactual of improved response time. We

also included healthcare costs that were stratified by neurological outcome, providing significant

granularity in our calculations. Andersen et al. [2019] also studied cost-effectiveness of static AEDs

using a decision tree and Markov model but measured neurological outcome as cerebral performance

category (CPC), estimated using coarse probabilities based only on response time intervals. A recent

Swedish government report also reported cost-effectiveness of a five-drone network [Fledsberg and
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Pauli, 2023].

While our analysis focused on drone delivery of AEDs for OHCA, there is increasing interest

in drone delivery of other medical supplies such as naloxone kits for opioid overdose, epinephrine

autoinjectors for anaphylactic shock, and trauma kits. Drone networks that deliver these other items

in addition to AEDs will likely have improved cost-effectiveness as the drone costs will be spread

over more deliveries.

Drones are a promising technology that can decrease response times, meaning more patients can

receive treatment within a clinically meaningful time. However, success depends critically on other

factors like bystander availability who can retrieve and apply the AED. Overall, for the benefits of

drone delivery to be realized, both rapid delivery and effective bystander integration are needed.

Limitations Our study has several limitations. First, two key parameters for our model – the

probability of drone AED use and the minimum time to use the drone AED – are not well-studied

in the literature. Therefore, we conservatively assumed large ranges for these parameters. For

probability of AED use we considered a range of 0.05 to 0.75; even for the smallest value, our drone

networks were still cost-effective and associated with better clinical outcomes. Further research on

human-drone interaction [Unity Health Toronto, 2023, Sasson et al., 2010] may help to refine these

estimates. Second, variables like socio-economic factors or co-morbidities were not available in our

dataset, which may limit our predictive models.

As described in Section 4.3.4, healthcare costs and utilities stratified by mRS were only available

for stroke patients. To address this issue, we employed an imputation technique to estimate the

analogous values for OHCA. These values may be affected by region-specific differences in treatments.

However, our sensitivity analysis showed that our findings were robust to uncertainties in these

parameters. We also imputed missing mRS values for survivors (Section 4.3.3), but our findings

were robust to imputation (Figure A.11).

Drone operations are affected by drone technology, weather, restricted airspace, and dense urban

environments, which were not explicitly modeled. However, the drone networks remained cost-

effective even when up to 75% of patients, as seen in real-world implementations [Schierbeck et al.,

2023], are not dispatched a drone. There may also be unforeseen implementation costs, but we found

robustness to very large increases in costs.

4.6 Re-Analysis with our Algorithms

4.6.1 Sensitivity Analysis

Now, we perform a much more thorough sensitivity analysis using the tools developed in Chapter

2. We re-implemented the decision tree and Markov model from this chapter using markovag, our

software from Chapter 2. As an example, we study the 20-drone network that maximized 5-minute

coverage of cardiac arrests, as this was the smallest cost-effective network. We performed a three-way

sensitivity analysis on the following three key parameters:

• m: the drone cost multiplier. Maaz et al. [2024] obtained estimates of the cost to operate

the drone network from two drone companies. However, as the technology evolves and the

complexity of operating a large network changes (currently, the largest operating network in
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the world, in Sweden, has only five drones), this cost may also change in unexpected ways.

Thus, the estimated drone costs can be scaled by m. In the original paper, values of m ∈ {2, 5}
were tested.

• pu: the probability of the drone-delivered AED being used. A value of 0.457 was used for

this probability, obtained from a prior study on bystander use of static AEDs. However, there

remains significant uncertainty about the true usage probability and how it might vary across

geographies. Thus, in the original one-way sensitivity analysis, a range of [0.05, 0.75] was

tested.

• p0: the first-year mortality of a patient discharged with mRS 0. In the original paper, this

parameter was found to be one of the most influential on NMB. It had a default value of 0.013,

and in the original one-way sensitivity analysis, a range of [0.002, 0.048] was tested.

We used markovag.markov to symbolically calculate the difference in NMB between the drone

case and the no-drones case. Then we used markovag.cad to construct the CAD for the inequality

representing “drone NMB ≥ status quo NMB”. The most important cell in the CAD is

0 < pu < 1 ∧ 0 < p0 < 1 ∧ 0 < m ≤ −132.46p0pu + 154.46pu

We omit the other cells as they represent extreme cases that are uninteresting or unrealistic for the

policymaker (e.g., pu = 1, meaning universal drone AED use). Some insights can be gleaned by

analyzing the first derivatives of the multilinear function bounding m:

• With respect to pu: we have −132.46p0 + 154.46, which is strictly positive for 0 < p0 < 1, so

the bound on m is strictly increasing in pu. As expected, with a higher probability of drone

AED use, higher drone costs are acceptable due to the larger benefits.

• With respect to p0: we have −132.46pu which is strictly negative for 0 < pu < 1, so the bound

on m is strictly decreasing in p0. This result is not easy to obtain otherwise and is somewhat

unexpected. A higher probability of death leads to lower utilities obviously, but also lower

costs, as there are non-trivial costs associated with treating surviving patients. In this case,

the analysis reveals that the increased costs outweigh the increased benefits, so that with a

higher probability of death, the acceptable level of drone costs decreases.

From this CAD representation, a policymaker can trace a path down the tree to determine the

validity of a set of parameters.

For illustrative purposes, we visualize the parameter regime over which the drone network is

cost-effective, found by markovag, by fixing m ∈ {1, 5} and letting p0 and pu vary. For comparison,

we consider the usual one-way and two-way sensitivity analyses using a grid with five evenly spaced

points, {0, 0.25, 0.5, 0.75, 1}. For the one-way analysis, we fixed one parameter at the default value

according to Table 4.1 (p0 = 0.013, pu = 0.457) and tested the free parameter at the five points

above. For the two-way sensitivity analysis, we construct a 5x5 grid of the two parameters. Grid

points where the inequality holds (does not hold) are denoted by a green star (red cross).

The plots in Figure 4.4 show that the range of parameter values associated with cost-effectiveness

is quite large, much more than suggested by the one-way or even two-way analyses, and that the

nonlinear boundary is easily identified. Methodologically, a grid search will always miss some part
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Figure 4.4: Visualization of the parameter space over which the drone network is cost-effective. The
shaded gray region is the exact analytic solution obtained by markovag. The points represent the
traditional mesh grid approach, with green representing a valid point and red invalid.

of the true cost-effective region and it remains difficult to know a priori how fine a grid is needed

to approximate well the boundary. In the context of the drone application, these results elucidate

that the probability of drone AED usage may be much lower than expected while still leading to a

cost-effective intervention. Also, sensitivity of the cost-effectiveness finding to p0 seems to be more

apparent only when considering the interaction with other parameters.

4.6.2 Subgroup Analysis

We can also perform a much more rigorous subgroup analysis using the tools from Chapter 3. Recall

that in this chapter’s setup, the patient’s discharge mRS is given by an ML model (see Figure 4.1)

that takes as input the patient’s age and sex, features of the OHCA, and the time-to-defibrillation.

This means that π is linked to the outputs of an ML model. We constructed the Markov model

from Figure 4.1 in our software package from Chapter 3, markovml and embedded a pretrained

classifier2from the patient data that we used in this chapter.

By setting appropriate constraints to build X , in the language of Chapter 3, we can now perform

subgroup analyses. For example, we found that the best-case (or, maximum) NMB for men is about

50% higher than for women. This reflects lower mortality among men, i.e., lower probability of

being discharged with mRS 6, which would cause them to accrue zero utility and hence zero NMB.

Indeed, this finding is corroborated by other findings in the healthcare literature which find that

women have at least 50% higher mortality than men after an OHCA Parikh et al. [2020]. Notably,

doing this analysis as an optimization problem allowed us to solve it in an automated way, without

requiring the underlying patient data nor simulating representative patients.

2In this chapter’s analysis, a multiclass XGBoost classifier is used. Due to limited support for multiclass classifi-
cation models in markovml at time of writing, we opted for a binary decision tree for this re-analysis, that predicted
the probability of a patient being discharged with mRS 6 versus another mRS.
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4.7 Conclusion

In this cost-effectiveness analysis, we found that drone-delivery of defibrillators to individuals ex-

periencing OHCA is a cost-effective intervention that improves response times and survival. These

results are robust to a variety of modeling assumptions. We then performed re-analyses of drone-

delivered defibrillators using the Python packages developed in this thesis, namely markovag and

markovml. The exact multi-way sensitivity analysis enabled by markovag shows us that drones are

even more cost-effective than our initial analysis led us to believe, and the exact subgroup analysis

enabled by markovml rigorously allowed us to compare male and female patients, and this analysis

can be easily extended to more complex subgroups.



Chapter 5

Conclusion

In this thesis, we set out to study the analysis of Markov processes whose parameters are not fixed,

i.e., are uncertain. With that motivation, this thesis made two major technical contributions and

one major empirical contribution:

• Chapter 2 showed how to reduce sensitivity analysis to an equivalent polynomial system, and,

exploiting the properties of this polynomial system, we introduced a variant of CAD that has

only singly exponential time complexity.

• Chapter 3 introduced the problem of verifying Markov processes whose parameters are func-

tions. When the functions are MILP-representable, which encompasses many machine learning

models, the overall verification problem is equivalent to solving a bilinear program, and our

decomposition scheme provides a practical, scalable way of solving such a program.

• Chapter 4 presented the first cost-effectiveness analysis of drone-delivered defibrillators, finding

that drones are a cost-effective intervention. We also applied the algorithms developed in

Chapter 2 and 3 to further argue that drones are cost-effective over a range of modeling

assumptions.

Ultimately, this dissertation shows that the powerful tools developed in automated reasoning,

i.e., those that can provide exact proofs or guarantees of the behavior of a system, can be applied

to the study of Markov processes. In Chapter 2, we used symbolic methods, while in Chapter 3,

we used an optimization-based approach. In a larger sense, it also shows that the exact guarantees

provided by automated reasoning are not just of theoretical interest: they have clearly delineable

benefits to the very practical problem of health economic analysis. In keeping with this desire to

solve real problems, the algorithms developed in this thesis have been packaged into two software

libraries, markovag and markovml, which can be easily used by practitioners. The hope is that

these tools will empower researchers, engineers, and policymakers to make robust, transparent, and

trustworthy decisions whenever there is uncertainty in stochastic models.
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Dejan Jovanović and Leonardo De Moura. Solving non-linear arithmetic. ACM Communications in

Computer Algebra, 46(3/4):104–105, 2013.

Sebastian Junges. Parameter synthesis in Markov models. PhD thesis, Dissertation, RWTH Aachen

University, 2020, 2020.
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Ashutosh Saboo, Isuru Fernando, Sumith Kulal, Robert Cimrman, and Anthony Scopatz. Sympy:

symbolic computing in python. PeerJ Computer Science, 3:e103, January 2017. ISSN 2376-5992.

doi: 10.7717/peerj-cs.103. URL https://doi.org/10.7717/peerj-cs.103.

J Donald Monk. Introduction to set theory. McGraw-Hill, 1969.

https://doi.org/10.7717/peerj-cs.103


BIBLIOGRAPHY 92

Arnold Neumaier. New techniques for the analysis of linear interval equations. Linear Algebra and

its Applications, 58:273–325, 1984.

Arnab Nilim and Laurent El Ghaoui. Robust solutions to markov decision problems with uncertain

transition matrices. Operations Research, 53(5):780–798, 2005.

Michael P Owen, Adam Panken, Robert Moss, Luis Alvarez, and Charles Leeper. ACAS Xu:

Integrated collision avoidance and detect and avoid capability for uas. In 2019 IEEE/AIAA 38th

Digital Avionics Systems Conference (DASC), pages 1–10. IEEE, 2019.

Christos H Papadimitriou and Kenneth Steiglitz. Combinatorial optimization: algorithms and com-

plexity. Courier Corporation, 2013.

Puja B Parikh, Lukman Hassan, Asem Qadeer, and Jignesh K Patel. Association between sex and

mortality in adults with in-hospital and out-of-hospital cardiac arrest: A systematic review and

meta-analysis. Resuscitation, 155:119–124, 2020.

Pablo A Parrilo. Semidefinite programming relaxations for semialgebraic problems. Mathematical

programming, 96:293–320, 2003.

Pablo A Parrilo and Rekha R Thomas. Sum of squares: theory and applications. AMS short course,

Baltimore, MD, USA, 77, 2019.

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor

Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An imperative style,

high-performance deep learning library. Advances in neural information processing systems, 32,

2019.

F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Pretten-

hofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot,

and E. Duchesnay. Scikit-learn: Machine learning in Python. Journal of Machine Learning Re-

search, 12:2825–2830, 2011.

Laure Petrucci and Jaco van De Pol. Parameter synthesis algorithms for parametric interval markov

chains. In International Conference on Formal Techniques for Distributed Objects, Components,

and Systems, pages 121–140. Springer, 2018.

Frederic Portoraro. Automated Reasoning. In Edward N. Zalta and Uri Nodelman, editors, The

Stanford Encyclopedia of Philosophy. Metaphysics Research Lab, Stanford University, Summer

2025 edition, 2025.

Aaron Pulver and Ran Wei. Optimizing the spatial location of medical drones. Applied geography,

90:9–16, 2018.

Aaron Pulver, Ran Wei, and Clay Mann. Locating aed enabled medical drones to enhance cardiac

arrest response times. Prehospital Emergency Care, 20(3):378–389, 2016.

Martin L Puterman. Markov decision processes: discrete stochastic dynamic programming. John

Wiley & Sons, 2014.



BIBLIOGRAPHY 93

Srikant Rangaraju, Diogo Haussen, Raul G Nogueira, Fadi Nahab, and Michael Frankel. Com-

parison of 3-month stroke disability and quality of life across modified rankin scale categories.

Interventional neurology, 6(1-2):36–41, 2017.

Marvin Rausand and Arnljot Hoyland. System reliability theory: models, statistical methods, and

applications, volume 396. John Wiley & Sons, 2003.
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Appendix A

Supplementary Material from

Chapter 4

A.1 Supplementary Tables

Table A.1: Summary statistics for final cohort of included records

Variable Summary

Total, count 22017
Age, mean (sd) 68.8 (16.9)
Male, count (%) 14017 (63.7)
Urban, count (%) 20653 (93.8)
Shockable rhythm, count (%) 4599 (20.9)
Witnessed, count (%) 8450 (38.4)
Time to ambulance, mean (sd) 381 (152)
Outcome, count (%)
Died before hospital 10326 (46.9)
Survived to hospital admission 11691 (53.1)
Died in hospital (mRS 6) 9836 (44.7)
Survived to hospital discharge 1855 (8.4)
mRS 0 536 (2.4)
mRS 1 146 (0.7)
mRS 2 75 (0.3)
mRS 3 48 (0.2)
mRS 4 19 (0.1)
mRS 5 25 (0.1)
Missing mRS 1006 (4.6)
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Table A.2: Networks with the highest NMB, at a $150,000 threshold, for each number of drones

Number of drones Type of drone network Net monetary benefit, at $150,000 threshold,

per-person

5 Coverage, 6m 156201.62

10 Coverage, 6m 163469.71

15 Mean 169313.60

20 Mean 173138.11

25 Coverage, 4m 175265.39

30 Mean 178679.21

35 Mean 180260.67

40 Mean 182871.48

45 Mean 184180.39

50 Mean 185394.47

55 Mean 187001.12

60 Mean 188183.64

65 Mean 188668.47

70 Mean 189160.87

75 Mean 189721.68

80 Coverage, 3m 190348.81

85 Coverage, 3m 190967.96

90 Coverage, 3m 191201.01

95 Coverage, 3m 191588.56

100 Coverage, 3m 191866.86

105 Mean 192225.93

110 Mean 192705.23

115 Mean 192885.46

120 Coverage, 3m 193134.92

125 Coverage, 3m 193469.80

130 Coverage, 3m 193846.88

135 Coverage, 3m 194008.92

140 Coverage, 3m 194200.89

145 Coverage, 3m 194571.59

150 Mean 194624.41

155 Mean 194821.45

160 Coverage, 3m 195081.29

165 Mean 195283.01

170 Mean 195395.27

175 Mean 195524.56

180 Mean 195657.02

185 Mean 195794.90

190 Mean 195884.43

195 Mean 195929.08

200 Coverage, 3m 196135.43

205 Mean 196169.22

210 Coverage, 3m 196306.54

215 Mean 196385.34
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220 Mean 196443.86

225 Mean 196589.95

230 Coverage, 3m 196968.31

235 Coverage, 3m 197375.83

240 Coverage, 3m 197380.19

245 Coverage, 3m 197394.44

250 Coverage, 3m 197387.61

255 Coverage, 3m 197388.66

260 Coverage, 3m 197393.21

265 Coverage, 3m 197399.20

270 Coverage, 3m 197436.18

275 Coverage, 3m 197498.43

280 Coverage, 3m 197505.88

285 Coverage, 2m 197551.72

290 Coverage, 3m 197649.78

295 Coverage, 2m 197692.02

300 Coverage, 2m 197731.54

305 Coverage, 3m 197710.96

310 Coverage, 3m 197846.51

315 Coverage, 2m 197902.04

320 Coverage, 3m 197823.85

325 Coverage, 3m 197792.26

330 Coverage, 3m 197757.80

335 Coverage, 3m 197751.40

340 90th %ile 198353.04

345 90th %ile 198408.97

350 90th %ile 198291.38

355 90th %ile 198401.69

360 90th %ile 198216.41

365 90th %ile 198525.88

370 90th %ile 198199.19

375 90th %ile 198519.74

380 90th %ile 198605.63

385 90th %ile 198393.90

390 90th %ile 198494.31

395 90th %ile 198600.24

400 90th %ile 198203.76

405 90th %ile 198492.44

410 90th %ile 198422.19

415 90th %ile 198502.41

420 90th %ile 198353.04

425 90th %ile 198589.43

430 90th %ile 198523.58

435 90th %ile 198452.64

440 90th %ile 198490.75

445 Mean 198480.16

450 Mean 198451.25
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455 90th %ile 198512.38

460 90th %ile 198483.71

465 Mean 198488.48

470 Mean 198489.02

475 Coverage, 7m 198275.42

480 Coverage, 6m 198357.43

485 Mean, 90th %ile

(equivalent)

198245.63

490 Mean, 90th %ile

(equivalent)

198284.65

495 Mean, 90th %ile

(equivalent)

198275.67

500 Coverage, 2m 198268.19

505 Coverage, 2m 198351.81

510 Coverage, 2m 198324.17

515 Coverage, 2m 198290.76

520 Coverage, 2m 198287.09

525 Coverage, 2m 198254.23

530 Coverage, 3m 198227.93

535 Coverage, 1m 198213.30
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Table A.4: Summary of Prediction Models

Prediction Model Type Covariates

Shockable rhythm Binary logistic Age, sex, witnessed, time to ambulance
Survival to hospital Binary logistic Age, sex, shockable, witnessed, time to

ambulance
mRS at discharge XGBoost32 (multiclass), hyperparame-

ters: max depth = 3, eta = 0.1, gamma
= 0.3, rounds = 50, colsample by tree
= 0.8, min child weight = 1, subsample
= 0.8, threads = 2

Age, sex, shockable, witnessed, time to
ambulance

Table A.5: Comparison of important covariates between patients who survived to discharge and had
an mRS versus those who survived but had a missing mRS. Continuous covariates were compared
with a two-sample t-test, while proportions were compared with a two-proportion z-test.

Covariate Missing (n=1006) Not missing (n=849) p-value

Age, mean (sd) 60.9 (16.3) 59.3 (15.0) 0.03
Male, n (%) 719 (71.5) 655 (77.1) 0.006
Urban, n (%) 936 (93.0) 791 (93.2) 0.99
Shockable, n (%) 627 (62.3) 648 (76.3) <0.001
Witnessed, n (%) 499 (49.6) 582 (68.6) <0.001
Time to ambulance, mean (sd) 376 (165) 355 (134) 0.003

Table A.6: Results of imputation of missing mRS values.

mRS Counts of predictions for
n=1006 with missing mRS

Total counts for whole n=22017
after imputation

0 928 1464
1 63 209
2 0 75
3 15 63
4 0 19
5 0 25
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A.2 Supplementary Figures

Figure A.1: Inclusion and exclusion diagram of dataset

Figure A.2: Net monetary benefit of all networks at thresholds of $50k, $100k, and $150k
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Figure A.3: Subgroup analysis of net monetary benefit at $150k threshold, for shockable and/or
witnessed populations, for drone networks on efficient frontier. Solid lines indicates standard care.
Patients are grouped by historical status. Note that per-person normalizes the NMB by dividing by
the number of people in that subgroup, in order to make values comparable between subgroups

Figure A.4: Tornado plots showing sensitivity of number of survivors to hospital admission to model
parameters, for all drone networks on the efficient frontier. Solid line indicates value at the original
parameter values. Drone network is labeled as: type of drone network / # drones
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Figure A.5: Tornado plots showing sensitivity of number of survivors to hospital discharge to model
parameters, for all drone networks on the efficient frontier. Solid line indicates count at the original
parameter values. Drone network is labeled as: type of drone network / # drones

Figure A.6: Tornado plots showing sensitivity of number of survivors with neurologically favorable
outcome (mRS 0-2) to model parameters, for all drone networks on the efficient frontier. Solid line
indicates count at the original parameter values. Drone network is labeled as: type of drone network
/ # drones
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Figure A.7: Tornado plots showing sensitivity of net monetary benefit, at $150k threshold, to
all model parameters, for all drone networks on the Pareto frontier. Solid line indicates NMB
at the original parameter values. Drone network is labeled as: type of drone network / # drones.
Parameters, listed on the x-axis, are ordered, for each drone network, in decreasing order of sensitivity
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Figure A.8: Net monetary benefits of all networks, at thresholds of $50k, $100k, $150k (labels across
top), for the scenarios where drone operational costs are 1x (i.e., standard), 2x, and 5x (labels on
right-hand side) of the values reported in Table 1

Figure A.9: Breakeven multiplier of the drone cost of each drone network, at thresholds of $50k,
$100k, $150k. Values represent how much drone costs would need to be multiplied so that the drone
network has the same NMB as standard care
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Figure A.10: Net monetary benefits of all networks, at $150k threshold, when randomly excluding
10%, 25%, 50%, and 75% of patients from being dispatched a drone. 100 draws were performed for
each exclusion percentage, and metrics averaged across draws
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Figure A.11: Net monetary benefits of all networks, at thresholds of $50k, $100k, $150k (labels
across top), when excluding the n=1006 patients who survived hospital discharge but had a missing
mRS

Figure A.12: Net monetary benefits of all networks, at thresholds of $50k, $100k, $150k (labels across
top), when scaling down all utility values to account for Canadian population baseline utilities
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